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Introduction

Landscape change is more than ever a char-
acteristic feature going on across the world 
(Heatherington, C. et al. 2017; Belén, M. 
et al. 2018). Changes in settlement patterns, 
land-use and climate change are well known 
reasons for changes in vegetation and bio-
diversity (Deák, B. et al. 2016, 2018; Kizos, 
T. et al. 2018; Török, P. et al. 2018). Loss of 
biodiversity has become a major concern 
all over the world and criteria to evaluate  
biodiversity loss developed by the Interna-
tional Union for the Conservation of Nature 
(IUCN) have been adopted by numerous 
countries. In Norway, 4,438 species are red-
listed according to the recent up-date of 2015 
(Henriksen, S. and Hilmo, O. 2015). Habitats 
and ecosystems also undergo change, and se-
veral nature types have become threatened. 
At present, 75 nature types are considered 

threatened in Norway, and 39 nature types 
are considered near threatened (Lindgaard, 
A. and Henriksen, S. 2018). In total, nature 
is under press, both species and ecosystems, 
even in a country like Norway, often valued 
for it’s beautiful natural landscapes. The aim 
of the study is to elaborate how temporal 
landscape change can be studied at different 
scales: at landscape, population and species 
levels, emphasizing the temporal dimension.

Approaches to the study of landscape 
transformation through time

Changing landscapes is one major character-
istic of recent environmental change across 
Europe. Urban sprawl is a dominant process, 
as well as changes in the settlement patterns 
due to urbanisation (Couch, C. et al. 2007). Ag-
riculture is changing from small-scale to large-
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scale, from diversity of crops and livestock to 
specialisation and production with lots of in-
put of external resources. Natural landscapes 
are transformed to recreational landscapes, 
some with new and modern technical instal-
lations, such as cable cars to mountain tops. 
Seascapes are also changing from natural 
fiords and coasts to fish farming production 
systems. To study these and similar questions 
belong to the core of academic geography, and 
such studies have links to both physical and 
human geography (Jones, M. 1988; Lundberg, 
A. 2005a, b; Skjeggedal, T. 2005). 

Methods used to study landscape change 
include aerial photo interpretation, remote 
sensing, GIS, vegetation mapping and others. 
Comparison of aerial images of different age 
has proved highly useful to detect temporal 
changes in land-use, settlement patterns, roads 
and other types of infrastructure, forest increa-
se/decrease, development of river meandering 
etc. (Plieninger, T. 2006; Hill, J. et al. 2008; 
Frondoni, R. et al. 2011; Novák, T.J. et al. 2014; 
Szabó, S. et al. 2015). Another supplementary 
source that can be used to analyse temporal 
landscape change is the use of historical sour-
ces, such as cadastral maps, historical land taxa-
tion papers, population and agricultural cen-
suses. These historical sources are well known 
among historians but less so among geograp-
hers and ecologists. Some ecologists implement 
historical data in their studies of habitats and 
species diversity though (Helm, A. et al. 2006; 
Pitkänen, P.T. et al. 2016). They include infor-
mation about land-use at certain times, extent 
of forests, meadows, pastures, cultivated fields, 
livestock and other types of spatial data that 
can be transformed and used in the analysis of 
changes in landscape (Török, P. et al. 2010). In 
other words, these historical data can be used in 
the reconstruction of past landscapes (Yang, Y. 
et al. 2017). Historical data can be used to study 
when physical landscape attributes appeared, 
how they developed, changed and disappea-
red and sometimes also reappeared. The static 
map can then be transformed to a complex and 
ever-changing mosaic of spatial phenomena 
that rise, meet, connect, separate and disappear 
(Hägerstrand, T. 1995; Lundberg, A. 2008). 

Lundberg, A. (2005b) used historical sour-
ces to study forest development in Western 
Norway during the last 400 years. Forests in-
vaded Western Norway in the late Holocene 
period (c. 12,000 B. P.) and different trees su-
cceeded as climate became milder after the 
last Ice Age. The first tree to colonise Northern 
Europe after the last Ice Age was the birch, and 
thermophilous decedious trees were late inva-
ders, such as elm, oak, lyme, and ash. The cul-
tivation of land started in the Younger Stone 
Age period and production of cereals became 
common in the Bronze Age. In Medieval times 
the settlement pattern was consolidated but 
forests were still extensive and covered most 
parts of the land below the alpine tree limit. 
Forests were harvested and timber was used 
for building houses, boats and a number of 
things but open land was mostly minor pat-
ches in a dominant matrix of forest. 

This situation changed rapidly due to the 
introduction of water-driven saws in the 14th 
century. Previously, the axe was the domi-
nant tool in forestry but this was time-con-
suming. Water-driven saws were more effi-
cient and effectively split logs into building 
planks. During the 14th and 15th century 
forestry became a major industry in Western 
Norway and timber and planks were even 
exported to Holland and Scotland. This trade 
is called the Scot forest trade. 

At the same time cities developed along 
the coast, such as Bergen and Stavanger. 
Most houses were built of timber, a resource 
available in regional forests. However, so-
metimes Bergen and other cities were hit by 
devastative fires and major parts of the cities 
burnt and had to be rebuilt. Timber was still 
available regionally but Bergen and other ci-
ties burnt again and again (Bækken, I. et al. 
2002). As a result of Bergen fires and the Scot 
forest trade Western Norway was deforested 
during the 15th century. Population increase 
and extensive livestock grazing along the co-
ast, in fiord valleys and mountain pastures 
prevented the reestablisment of forest. 

Land-use was intensified to a maximum 
and this lasted until the end of the 17th century 
when the emigration to America had it´s peak. 
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Only then forests started to re-develop, and this 
is why many forests in Western Norway can be 
dated back to the 1880s or so. Forests older than 
this can be found but they are scattered. 

Lundberg, A. (2005a) used historical sour-
ces found in statal archives to reconstruct 
forest development in a part of Western 
Norway. Sources used were land taxation 
papers from 1665, 1723, 1867 and 1890, ca-
dastral maps from 1825 and 1881, as well as 
areal photos (from 1956 and later), intervi-
ews and finally field registrations. The result 
is presented in Figure 1. 

The result varies quite a bit from the general 
conclusions drawn by botanists prior to this 
research. Due to the luxourious vegetation the 
forest was interpreted as a primeval forest but 
thanks to the analysis of historical sources it 
turned out that the forest was a young, first gen-
eration forest (Lundberg, A. 2005a,b, 2010) . As 
can be imagined, this will very much impact the 
management of such a forest. This is because an 
old primeval forest would be in a mature state 
of development, while in a young, first genera-
tion forest more dynamics would be expected. 

Core concepts in academic geography is 
the combination of time and space/place 
(Holt-Jensen, A. 2018). Historical geogra-
phy has very much been involved in the 
study of landscape change and how differ-
ent landscape attributes arise and develop. 
Any landscape is many-facetted and always 
include human and natural phenomena and 
combinations of those. Specialisation with 
focus on certain phenomena has been a de-

veloping trend in recent landscape research. 
An attemt to reach beyond specialisation and 
achieve a wide scope on landscape and land-
scape change is presented in Figure 2. 

Data supporting Figure 2 has been collected 
using population and agricultural censuses, in-
terviews of local informants, and aerial photo 
interpretation. A number of factors, activities 
and land-use that have influenced the land-
scape is presented along the x-axis, such as per-
manent settlement, cattle keeping, burning of 
heathlands, peat cutting, expansion of forests 
etc. The year different facors were initiated, 
continued and eventually came to an end is 
shown along the y-axis. This way of illustrating 
landscape development adopts a wide scope 
dealing with major elements that characterise 
a landscape during a given period of time.

Methods to monitor biodiversity dynamics

Criteria used in many national red-lists inclu-
de population reduction, geographical range, 
small population and continuing decline in 
population, and very small or geographical-
ly very restricted population (Henriksen, S. 
and Hilmo, O. 2015).

Fig. 1. Forested areas in percent of land area in a part of 
Western Norway during 1665 to present. Source: Based 

on Lundberg, A. (2005a), but revised and updated.

Fig. 2. Time-scale illustrating major factors, activities 
and land-use that characterised a landscape during 
certain periods of time. The approach is diverse more 
than limited (revised from Lundberg, A. 2002). – PS = 
permanent settlement; Cot = cottagers; FP = farm pro-
duction; CP = cereal production; FC = fields cultivated 
with spades; Tu = tust; Th = threshing; HP = horse and 
plough; C = cattle; S = sheep; BoH = burning of heath-
lands; PC = peat cutting; M = mowing; DF = deciduous 
forest; E = electricity; Pl = plantations; R = recreation
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One essential criteria for evaluation of the 
red-list categories is the trend during the last 
ten years. For many species we have informa-
tion about distributions but one challenge is 
lack of data on temporal change in numbers 
and density. Consequently, red-listing has 
to be based on best knowledge and judge-
ments, more than systematic empirical data 
on temporal population trends. Some taxo-
nomic groups are known to have extensive 
changes in abundance from year to year, e.g. 
orchids. This might also be true for other 
taxonomic groups but empirical evidence on 
this is limited. This is a major challenge for 
red-listing of species. If information is based 
on the situation in an unfavourable year, a 
species might be given status as threatened; 
if information is based on the situation in a 
good year, the status might be considered 
near threatened. The actual status for that 
species may not have changed, but the evalu-
ation of the situation might be very different 
depending on the situation in one or a few 
incidental year(s). 

An example is the status given to the or-
chid Coeloglossum viride ssp. islandica in the 
Norwegian red-list of 2006. It was conclud-
ed that the taxon most likely was extinct in 
Norway. As demonstrated by the long-term 
study by Lundberg, A. (2015) this was luck-
ily not the case. This was not because seeds 
had been dormant for a period. It was sim-
ply because the taxon was less known among 
botanists and also because the awerness of 
that subspecies among botanists was low.

All nature conservation areas have some 
purpose and they are often explicitly men-
tioned in management plans of protected 
areas, such as nature reserves, landscape 
protection areas and national parks. In mod-
ern nature conservation, the formulation of 
population measures for taxonomic groups 
present in the protected area has also become 
usual. This has been done for bird species 
and other groups but again one challenge is 
that lack of data on changes in the temporal 
abundance of the relevant groups.

The distinction between extinction and 
dormancy

To investigate the range of annual variations 
among orchid populations a study of Dacty-
lorhiza purpurella was started in Norway in 
2012 (Lundberg, A. and Frøland, T. 2016). 
All known Norwegian populations were vi-
sited and a monitoring program was started. 
In total, 48 populations are known and 30 of 
these are intact, 15 have been lost and three 
populations have unknown status. The spe-
cies is considered to be critically threatened 
(CR) in Norway. Some of the populations 
are small and some are numerous with se-
veral hundreds to a few thousand plants in 
a year. In Norway, D. purpurella is found in 
sand dune meadows and dune slacks, in salt 
marshes, wetlands and other wet or moist 
habitats close to the sea. A few populations 
are also found in abandonded industrial si-
tes, probably due to the open site with mine-
ralic, calcareous soils. D. purpurella is a North 
Sea species known from the UK, Denmark, 
Norway and the Faroe Islands (Figure 3). The 
Norwegian distribution is on the western co-
ast, in the south-west and the north-west part 
of Western Norway. Soils are often calcareo-
us and the sites are usually rich in species. 

During the monitoring period 2012 till 
present all populations showed considera-
ble variation in numbers from year to year. 
Huge annual variations in abundance is the 
normal pattern, stability in the number of 
plants in any population has never been fo-
und (Lundberg, A. and Frøland, T. 2018). 
The distinct variation can not be explained 
by technical encroachments, because no phy-
sical change to the soil or habitat has been 
found. There is no one-way trend in decrease 
or increase so the fluctuations can not be due 
to climate change. The explanation we found 
is that lots of precipitation during late autum 
and the first part of spring is favorable for 
germination, particularily because the plants 
heavily depend on mycorrhiza infection in 
this part of the year. Intact leaves not dama-
ged by drought the season before might also 
be necessary for production and storage of 
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photosyntetic products to allow supply of 
nutrients in the following spring. If this is 
not the case, plants may enter hibernation. 
As other orchids, D. purpurella is a perennial 
species, and hibernation is not to be confused 
with decline or extinction (Photo 1).

An example of the huge range in annual 
fluctuations in one D. purpurella population 
is shown in Figure 4. Plants in this population 
grows in dune meadows and dune slacks. 
All plants were counted in six years, at the 
same time of the year each time. During the 
first four years number of plants varied from 
88, 104, 63, and 98. In 2017 the number was 
2,846. If red-list status had been given in 

Fig. 3. The known distribution of Dactylorhiza purpurella (Hultén, E. and Fries, M. 1986).

Photo 1. Dactylorhiza purpurella (Photo by Lundberg, A.)
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2014, the judgement would have been heav-
ily impacted by the low number of plants 
(63). The high number of plants registered 
in 2017 should not be considered as an in-
crease but rather a peak within the natural 
fluctuation of that population.

Another example of the fluctuations in the 
number of D. purpurella plants that can be 
found in one population over time is from the 
site Kalveneset in Western Norway. This pop-
ulation has been monitored during four years, 
and the number of plants in those years were 
546, 178, 1,274, and 682 (Figure 5). The site is 
untouched by technical influence and the vari-
ation from year to year has to be considered 
as natural fluctuation. The lesson learnt is that 
a time-series including several years is neces-
sary to be able to identify the size of a popula-

tion. The same will apply for measurements 
of the total number of national populations.

The challenge of huge variations among 
annual plants

As mentioned, it has been known that the 
population of orchids may vary a lot from 
year to year, as also demonstrated in the ex-
amples given here. However, is this a phe-
nomenon first and foremost characteristic 
of orchids or will this also be the case for 
other plant groups? The long-term study of 
Aphanes australis in Norway can shed light on 
this question. The study was initiated in 2009 
as part of a monitoring program for several 
red-listed species in Norway (Lundberg, A. 
2016). Aphanes australis is a small annual plant 
found on thin soil in open meadows. It is es-
sential a European species. Its main distribu-
tion is found in continental Europe with the 
northernmost distribution in the Shetland Is-
lands and in southwestern Norway (Figure 6). 

All known Norwegian populations have 
been monitored since 2009. As mentioned, 
Norwegian populations of Aphanes australis 
are found on shallow ground, often on the 
fringe of pastures (Photo 2). Pastures are often 
heavily manured and this is a threat to A. 
australis. Several populations have become 
extinct because of this. On the other hand, 
some of the populations are not at all ma-
nured or just manured in limited quantities. 
Shallow soils are exposed to drought and this 
might be a problem for many other plant spe-
cies. This is why A. australis can be found as 
a dominant species in appropriate environ-
ments. Populations might have a range of ½ 
x ½ to 1 x 10 m. In a good year the site may 
be close to totally covered by A. australis. 
However, in other years the species might 
not be present with adult plants at all. 

This might easily be confused with extinc-
tion but long-term monitoring proved that 
a population may enter dormancy in cer-
tain years. In Norway, the species behaves 
as a summer annual plant but in certain 
years it may also behave as a winter annual. 

Fig. 4. Fluctuations in the number of plants of D. pur-
purella at Ognasanden, southwestern Norway. The first 
four years represent a normal situation, 2017 was a 
particularly favourable year for that species at that site.

Fig. 5. Fluctuations in the number of plants of D. pur-
purella at Kalveneset, a population with no technical 

encroachments
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Temperature is the major factor having an im-
pact on germination, but also darkness, light 
and water. The rate of germination at different 
temperatures, humidities and light conditions 
proved to be governed by a continuum be-
tween dormancy and germination (Baskin, 
C.C. and Baskin, J.M. 2014; Lundberg, A. 
2016). The total number of plants in Norway 
varies between <250 in a bad year and <20,000 
in favourable years (Lundberg, A. 2016; Figure 
7). It is easy to imagine that this can make a 
huge difference for the judgement of red-list 
status for such a species. The size of a popula-
tion and the total number of populations in a 
country in one year cannot be used to decide 
red-list status. Long-term monitoring is essen-
tial to be able to identify the normal and natural 
fluctuation interval of a species. The problem 

is that such time-series are hard to find for 
most vascular plants and also other taxonomic 
groups. To obtain long-term time-series for 
most species is beyond any possibility but to 
develop some time-series of this kind should 
be a major target for governmental environ-
mental bodies in all countries.

The recent Norwegian red-list for species 
takes into account precise terms and defini-
tions as suggested by the IUCN, but when 
they are operationalised they cannot be sup-
ported by precise data, simply because such 
data hardly exist. Terms applied are “continu-
ing decline in the extent of occurrence”, “con-
tinuing decline in habitat quality”, “continu-
ing decline in the number of localities or sub-
populations”, “continuing decline in the num-
ber of mature individuals”, and “continuing 

Fig. 6. The known distribution of Aphanes australis, primarily a European species (Hultén, E. and Fries, M. 
1986). Norwegian populations were not known in 1986 and are not included in the map.
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Norwegian species. The knowledge gained 
from the limited number of national monitor-
ing programs for a few species has developed 
some vital information but more work has to 
be done before the criteria for national red-
listing set by the government can be met.

Conclusions

The article discusses methods and approach-
es to study landscape change at different 
scales. Historical sources found in state ar-
chives were used to analyse the extent of de-
forestation and later reforestation through 
secondary succession. Quantitative measures 
found in the archives were used to identify 
the part of the land covered by forest through 
the last 400 years. Landscapes include a num-
ber of different types of phenomena, not just 
forests, and a way to illustrate major land-

Fig. 7. Variations in spring temperature and soil 
moisture from year to year causes major changes in 
total national population size of Aphanes australis in 
Norway. The huge range between unfavourable and 
favourable years is a reflection of the natural variation 

interval of the total population size of that species.

Photo 2. Aphanes australis is an annual plant, in Norway usually behaving as a summer annual. Seeds often 
enter dormancy if spring temperatures and soil humidity are too low. This has a huge effect on the germina-
tion of seeds and is part of a normal cycle between dormancy and germination. The huge variation in adult 
plants present each year would have a major impact on the evaluation of red-list status but temporal data on 

the abundance and frequency of this and most other species hardly exist. (Photo by Lundberg, A.) 

decline in population”. The time period to be 
considered is the last ten years. Empirical evi-
dence based on annual data developed dur-
ing the last ten years does not exist for most 
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scape attributes present in different periods 
of time is suggested.

At the biodiversity level, much attention 
is currently paid to red-listed species. Exact 
and precise concepts to help identify red-list 
status for species have been developed by na-
tional nature conservation bodies. Population 
trends of threatened species during a ten-year 
period should be applied when red-list sta-
tus is identified. Although the concepts that 
should be at play in this evaluation are pre-
cise and clear, data to be used in the evalu-
ation process hardly exist for most species. 

This study suggests how this paradox could 
be dealt with and solved. Instead of a static 
model of population size based on information 
from one or a few years an alternative dynam-
ic model is suggested. A temporal approach 
can avoid misinterpretations about species’ ex-
tinction and can instead reveal periods of dor-
mancy among populations. As an alternative 
to a static perspective on population size the 
identification of the natural variation interval 
of a species should be addressed. A temporal 
approach is vital in such an assessment.
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Introduction

Soil erosion is a big concern for humankind 
because soils provide indispensable sources 
and goods for living creatures and human 
health (Smith, P. et al. 2015). However, nega-
tive human impacts on soils such as the in-
tensification of the agricultural practices are 
generating a drastic decrease in soil fertility 
and quality (Szalai, Z. et al. 2016). Therefore, 
to solve these kinds of problems and achieve 

the best solutions, the scientific community 
and the policymakers should collaborate 
with the stakeholders, actively. In this way, 
physical geographers have to play an impor-
tant role in developing research methods and 
tools which are able to design sustainable 
land plans and feasible measures. 

Techniques such as modeling (Samani, 
A.N. et al. 2016; Balázs, B. et al. 2018), erosion 
plots (Kinnell, P.I.A. 2016) or isotopic mark-
ers (Bihari, Á. and Dezső, Z. 2008; Novara, 
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A. et al. 2016; Jakab, G. et al. 2018) are the 
most common methods applied to quantify 
soil erosion. However, to make reproduc-
ible and comparable results of water and 
soil losses, rainfall simulations can be also 
considered a valuable tool (Iserloh, T. et al. 
2012; Szabó, J. et al. 2015). 

In vineyards, the use of rainfall simulations 
to study initial soil erosion processes has 
increased because they are one of the most 
degraded landscapes. Rodrigo-Comino, J. et 
al. (2016a, b) qualitatively assessed different 
viticultural areas across Europe where dis-
tinct rainfall simulations showed high soil 
and water losses in Campo Real (Madrid, 
Spain), Champagne (France), the Pènedes 
(Lleida, Spain) or Ruwer-Mosel valley (Trier, 
Germany). Also, the use of small portable 
rainfall simulators has been applied to in-
vestigate different specific environmental 
characteristics in vineyards or erosion control 
measures (Blavet, D. et al. 2009; Morvan, 
X. et al. 2014). However, there is another 
process that is also affecting the rest of the 
European vineyards and which has not suffi-
ciently been investigated: land abandonment 
(Lasanta, T. et al. 2015). 

Vineyards´ soils are suffering from a high 
degradation as a consequence of intense till-
age, the use of herbicides and heavy machin-
ery, registering a decrease in soil fertility and, 
subsequently, also in productivity (Camps, 
J.O. and Ramos, M.C. 2012; García-Díaz, A. 
et al. 2017). Therefore, when the most fertile 
horizon is eliminated, vine growers decide 
to abandon the whole plantation. Also, as a 
consequence of the climate change, low lands 
are being abandoned, and hillslopes on the 
higher heights are being planted (Arnaez, J. 
et al. 2006; Galilea Salvador, I. et al. 2015). 
Recently, using rainfall simulations experi-
ments (Martínez-Hernández, C. et al. 2017), 
it was observed that areas where there was 
no vegetation recovery at all, such as in al-
mond trees, soil loss and runoff were higher 
than in the cultivated areas.

In Germany, the viticultural sector is re-
porting high benefits for wine producers and 
new planting is taking place (O.I.V. 2017). 

However, when a plantation is not produc-
tive or the next generation of farmers do not 
show any interest in vineyards, the abandon-
ment process begins and a restoration plan 
should be conducted. Vegetation and biodi-
versity recoveries show positive benefits for 
both environment and humankind (Bienes, 
R. et al. 2016), but no incentives to carry out 
some kind of measures default this action.

In this way, there is no information about 
which environmental problems after the 
abandonment (e.g. soil erosion) in Central 
European vineyards such as in Germany 
could occur. We only found some precedents, 
for example in a study carried out in Eastern 
countries such as Hungary in the traditional 
Tokaj viticulture area, where the vegetation 
transformation and toposequences of the 
carbon storage after the abandonment and 
its influence on soil changes were studied 
(Novák, T.J. et al. 2014). 

Therefore, the main goal of this prelimi-
nary research is to compare soils properties 
and initial soil erosion processes in a culti-
vated vineyard with an abandoned one. We 
pretend to show the main differences and 
transformations after the abandonment pro-
cess in the same vineyard. To achieve this 
goal, soil profiles, soil analysis, and rainfall 
simulations were used.

Materials and methods

Study area

The localization of the two studied paired-
plots can be observed in Figure 1. The selected 
vineyard and abandoned one are situated in 
the little village of Waldrach in the Ruwer-
Moselle valley (Rhineland-Palatinate), Ger-
many. The average elevation ranges from 
200 m to 400 m a.s.l. and all are located on 
Devonian grauwackes, slates, and quartzites, 
which are in contact with Pleistocene fine ma-
terials transported by the Ruwer river, an af-
fluent of Moselle river (Richter, G. 1979). The 
vine plantation is composed of 40-years old 
plants and was cultivated in the summit of a 
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hillslope. On the other hand, the abandoned 
study plot (cultivated during 1970 with simi-
lar tillage practices to the recently cultivated 
one) was abandoned during 1990. In general, 
the hillslopes are exposed to SW direction 
and mean inclinations reach maximum values 
of 30º, although the studied abandoned plot 
shows more gentle angles (15–25°). Annual 
total average rainfall is about 765 mm and 
mean annual temperatures approximately  
9 °C (Rodrigo-Comino, J. et al. 2015).

The grape variety is Riesling and the main 
soil management practices are as follows: i) 
tilling with machinery before and after the 
vintage to 20 cm depth (beginning of spring, 
and autumn); ii) the use of vine training sys-
tems with a plantation framework of 90 x 
140 cm; iii) a high amount of slate mulch to 
conserve soil temperature regime; and, iv) 
keeping soils bare as much as possible by ap-
plying pesticides and herbicides. 

In both areas, on the embankments and 
inter-rows, rills, landslides, and ephemeral 
gullies as a consequence of soil erosion can 
be observed. The abandoned plot is cleaned 
from spontaneous vegetation once in the 
year to prevent the recolonization close to 
the roads and drainages as a part of mainte-
nance practice.

Soil profile description and soil analysis

Soil samples were collected from three differ-
ent slope positions (shoulder, backslope, and 
footslope), at two different depths (0–5 cm and 
5–15 cm) in the rows and inter-row areas. All 
the samples were analysed with three repli-
cates, being a total 36 samples and amounting 
to about 3–4 kg per soil sample. First, at all, 
soil samples were sieved (<2 mm) and basic 
soil properties were analysed in the laborato-

Fig. 1. Study area and rainfall simulation localization of the experiments
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ry: Texture, total organic carbon (TOC), Cal-
cium carbonates (Ca), electrical conductivity 
(EC), pH-value and soil water content (SWC).

Texture (sand, silt, and clays) was analysed 
by a Coulter LS230 device, by combining dif-
ferent diffraction patterns of a light beam. 
Total organic carbon was measured by loss of 
ignition (LOI) and its weight difference un-
der 430 °C (24 h) in a muffle furnace (Davies, 
B.E. 1974; Rosell, R.A. et al. 2001). Electrical 
conductivity (EC) was measured by a digi-
tal conductivity-meter and carbonates with a 
Bernard calcimeter. pH-value in distilled wa-
ter (1:5 proportion) using a digital pH-meter 
was obtained. Soil water capacity content at 
field capacity and wilting point were calcu-
lated with a pressure plate extractor.

Finally, three soil profiles at different slope 
positions (coinciding with the soil sample 
places) were described to classify soil types, 
using the methodology designed by FAO-
WRB (IUSS Working Group WRB 2006, 
2014).

Rainfall simulations

Nine rainfall simulations were carried out in 
the cultivated vineyard and fourteen in the 
abandoned one to compare soil loss, runoff, 
runoff coefficient, sediment concentration 
and infiltration. In Figure 1, the localisation 
of the experiments was mapped. We used a 
small nozzle-type rainfall simulator modified 
by Ries, J.B. et al. (2009). This device is char-
acterized by i) a square metal frame (0.45 m 
x 0.45 m) with a Lechler 460 608 nozzle; ii) 
four telescopic aluminium legs in order to 
situate the nozzle two meters above the plot; 
iii) the aluminium linkage is covered by a 
rubber tarpaulin to eliminate wind interfer-
ences; iv) a circular test plot of 0.28 m2 with a 
V-shaped outlet, which is put at the deepest 
point at surface level to collect the water and 
soil losses; v) a flow control and a 12 V low-
pressure bilge pump that controls and make 
reproducible the simulated rainfall. The rain-
fall simulator was calibrated by Iserloh, T. et 
al. (2012) for a rainfall intensity of 40 mm h-1.

Each experiment had a total duration of 
30 minutes and was conducted in a ran-
domized block at different slope positions. 
In five minutes´ intervals (six intervals in to-
tal), water and sediments were collected in 
plastic bottles, which were also changed at 
the beginning of a new interval. Prior start-
ing the experiments, vegetation and rock 
fragment covers were perceptively quanti-
fied by taking the opinion of three experts, 
soil roughness was assessed with the chain 
method (Saleh, A. 1993), slope inclination 
was measured with a digital clinometer and 
antecedent soil moisture was calculated by 
taking a soil sample close to the ring plot 
and drying at air conditions in the labora-
tory. The collected water with sediments in 
each bottle was filtrated with circular fine-
meshed filter papers (Munktell©, Prod.-Nr. 
3.104.185, less than 2 μm mesh-width) and, 
then, filters were dried to constant weight at 
105 °C. After that, they were weighted for 
determining soil loss (g) and runoff (l) for 
each measured interval. Final results were 
presented in g m-2 and l m-2 in order to be 
comparable with other study areas. Also, 
sediment concentration (g l-1) was obtained 
by dividing the amount of soil loss and run-
off. Runoff and infiltration coefficients were 
also calculated using the total area of the plot 
and rainfall intensity in each interval. 

Statistical analysis

Descriptive statistics in boxplot graphics 
and tables to identify averages, maximum, 
minimum, median and outlier values were 
depicted and summarized, respectively. To 
compare soil properties obtained from both 
paired-plots (cultivated and abandoned), a 
nonparametric test at p >0.05 was performed 
after testing the data normality (Shaphiro-
Wilk test) and equal variance (F-test). They 
did not show a normal distribution. We used 
a Tukey test, where significant differences at 
p <0.001 level were considered. 

Finally, to confirm which driving factor 
enhances soil erosion and makes a compari-
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son between which environmental plot char-
acteristic and erosion result shows possible 
interrelationships, a Spearman’s rank corre-
lation coefficient was conducted. SigmaPlot 
12.0 (Systat Software Inc.) was the software 
used to carry out the statistical analysis.

Results and discussion

Soil analysis

Soil analysis results showed a higher propor-
tion of coarse gravel (>2 mm) in the cultivated 
plots than in the abandoned one is registered. 
It is important to remark that in both plots 
more than 34 per cent  of gravels were found. 
The rock fragment cover is a widely stud-
ied factor in vineyards (Rodrigo-Comino, J.  
et al. 2017) and in other crops or environ-
ments (Nyssen, J. et al. 2001; Jomaa, S. et al. 
2012), because it shows a strong correlation 
with runoff and soil losses when it is embed-
ded into the soil (Poesen, J.W. et al. 1998). 
If not, rock fragment cover uses to enhance 
infiltration (Zavala, L.M. et al. 2010) and 
biodiversity activity (Certini, G. et al. 2004). 
Moreover, both soils show a silty texture, 
but after the abandonment, a higher content 
of clays and fine silts can be registered. This 
process was also registered in other aban-
doned areas with schists as parent material 
(Martínez-Hernández, C. et al. 2017), al-
though it appears more frequent in calcare-
ous rocks, where a selective removal of fine 
particles occurs (Romero Díaz, A. et al. 2011), 
also affecting other soil properties such as 
water retention capacity and pH (Lesschen, 
J.P. et al. 2008; Bienes, R. et al. 2016). In our 
study area, this process could also be recog-
nized. After the abandonment, increases in 
water retention capacity at the wilting point 
and at field capacity are observed. Moreover, 
pH also decreases, showing a more acidic 
trend, which is also an ecological indicator 
of soil quality registered after each land use 
change (Khaledian, Y. et al. 2017; Pahla-
van-Rad, M.R. and Akbarimoghaddam, A. 
2018). Statistical analysis proved that soil tex-

ture, organic carbon, carbonate, soil water 
retention capacity and pH show a significant 
difference among cultivated and abandoned 
plots, confirming the changes in soil proper-
ties after the abandonment (Table 1). 

Soil profile descriptions and qualitatively 
assessment

In Figure 2 and 3, soil profiles described at 
different slope positions also show differenc-
es among each other and after the abandon-
ment process. In Suppl. Material, the descrip-
tion of all soil profiles is included to observe 
more in detail these differences. 

As we can observe in the cultivated plot 
(Figure 2), soil profiles in the shoulder and 
backslope positions are characterized by a 
thin organo-mineral soil horizon (nearly 2 cm 
deep) with high alteration induced by tillage 
and compaction. This horizon can be signed 
as Ap. Underneath, a tilled soil horizon, which 
could be considered as Ap2, has deeper min-
eral soil horizons (B/C). The horizon bounda-
ries in Ap and B/C are abrupt (2–5 cm) and 
nearly plane in the compacted layers, and ir-
regular in the rocky layer. Soil structure grade 
ranges from moderate to weak, with prismatic 
and crumb forms. However, in the footslope, 
one unique horizon can be described which is 
characterized by clear marks of compaction. 
Moreover, the surface horizon is removed as a 
consequence of the depletion, which was also 
confirmed by Rodrigo-Comino, J. et al. (2016b) 
using the stock unearthing method and topsoil 
level change maps. It is widely known in stud-
ies about connectivity processes that soil depth 
variations among slope positions can be linked 
to the fact of the mass movement processes, 
registering in the upper part erosion, in the 
middle erosion-deposition (transition) and,  
finally, in the lower part sedimentation (López-
Vicente, M. et. al. 2015; Novara, A. et al. 2016; 
Rodrigo-Comino, J. et al. 2016a, b; Ben-Salem, 
N. et al. 2018). However, in tilled vineyards, 
the redistribution of materials (Follain, S. 
et al. 2012; Quiquerez, A. et al. 2014), tractor 
passes (Biddoccu, M. et al. 2017) and extreme 
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rainfall events (Martínez-Casasnovas, J.A. 
et al. 2003; De Santisteban, L.M. et al. 2006) 
make difficult to predict topsoil level changes 
along the hillslope.

In the abandoned vine plantation (Figure 3), 
soil profiles are characterized by 0 to 4 cm deep-
rooted organic soil horizons (litter horizon O), 
where there are no rests of any Ap horizon 
and soil aggregates are similarly absent. The 
boundaries with underlying soil horizons are 
also abrupt. Underneath, we find a B/C horizon 
characterized by tilled and compacted miner-
al features. High rock fragment contents are 
noted in this layer with a weak soil structure 
characterized by prismatic and crumb forms of  
20–50 mm size. Several authors confirmed 
that the recuperation of abandoned soils in 
semiarid and arid areas need long periods 
(Romero Díaz, A. et al. 2011; Kou, M. et al. 
2016); however, in two decades we observe 
that Central European vineyards are able to 
generate a consistent A horizon relatively 
fast; although the compaction marks stay 
there yet. 

Finally, these soils can be classified as 
Leptic-Humic Regosols according to the FAO/
WRB soil classification (IUSS Working Group 
WRB, 2014).

Initial soil erosion processes

Rainfall simulation results can be observed in 
Table 2 and 3, where soil erosion results and 
environmental plot characteristics inside the 
ring plot are summarized, confirming high 
differences among plots. In Figure 4, mean, 
median, maximum, minimum values and 
outliers of measured soil erosion in both 
plots are depicted in box plots. 

The most important differences inside the 
ring plots are found for vegetation cover and 
roughness, being higher in the abandoned plot 
than in the cultivated vineyard (97% vs 45%; 
1.3 mm mm-1 vs 1.05 mm mm-1). On the other 
hand, rock fragment covers and slope grades 
are higher in the cultivated vineyard than in 
the abandoned plot, reaching average values 
of 58, 28, 17 and 5 per cent, respectively. 
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Fig. 3. Soil profiles in the abandoned plot. – a–e = For explanation see Fig. 2.

Fig. 2. Soil profiles in the cultivated plot. – a = soil profile elaboration; b = a general perspective of the plot;  
c = shoulder; d = backslope; e = footslope
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In the vineyard, 56 per cent of the rainfall 
simulations do not obtain any runoff. On the 
other hand, in the abandoned field, a 71 per 
cent of the total experiments do not show wa-
ter losses. In the cultivated plot, mean total 
runoff is 0.6 l m2, reaching maximum values 
of 3.6 l m2, meaning an average runoff coef-
ficient of 3 per cent and maximums of 15 per 
cent. In the abandoned vine plantation, mean 
total runoff is 0.7 l m2

 and maximum values 
reach 6 l m2. In terms of runoff coefficient, 
the abandoned plots show higher percent-
ages, reaching mean values of 4 per cent and 
maximum amounts of 28 per cent. 

These results confirm that after the aban-
donment and without a planned hillslope 
restoration, runoff can increase. These re-
sults are also coincident with other studied 

areas such as in the Mediterranean land-
scapes (Lasanta, T. et al. 2015). However, 
Mediterranean authors claim that this fact is 
due to bare soils, a decrease in porosity and 
an increase in soil Calcium carbonate crusts 
as a consequence of the high temperatures, 
low organic content and calcareous parent 
material (Romero Díaz, A. et al. 2007; Seeger, 
M. and Ries, J.B. 2008). In the studied vine-
yards, the main reason is that the vegetation 
cover, although very dense during winter 
and spring (>100%), is eliminated by the 
owners to maintain clean roads and drain-
ages. As a consequence, the vegetation does 
not have enough time to act as a useful pro-
tection during the rainiest season of the year. 
Moreover, as we observed in the soil profiles´ 
description section, the sub-surface layers are 

Fig. 4. Box plot of the soil erosion results in the cultivated and abandoned plots. – a = runoff; b = soil loss; c = sedi-
ment concentration; d = runoff coefficient; e = infiltration coefficient. Red dotted line represents the mean values.
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strongly compacted in specific slope posi-
tions and the roots cannot develop a stable 
net. As a result, the infiltration capacity and 
water retention capacity could be reduced 
(Botta, G.F. et al. 2012). 

In the cultivated plot, mean total soil loss 
show values of about 4 g m2 and a maximum 
of 25.8 g m2. Our findings register a mean 
sediment concentration of 3 g l-1 and a maxi-
mum of 7.8 g l-1. In the abandoned vineyard, 
1 g m2 and 13 g m2 are the mean and maxi-
mum soil loss values, respectively. Sediment 
concentration results in the abandoned vine-
yards are also lower than in the cultivated 
plots, reaching mean values of 0.3 g l-1 and 
maximums of 3.3 g l-1. These results confirm 
that the vineyards are more devoted to reg-
istering initial soil erosion processes than the 
abandoned plots, as other authors in several 
countries also registered (Marques, M.J. et al. 
2008; Chevigny, E. et al. 2014; Biddoccu, M.  
et al. 2017; Ben-Salem, N. et al. 2018). 
However, it is important to remark that fu-
ture research should be focused on studies 
over a long-term period to observe if they 
overpass tolerable soil erosion rates or not 
(Verheijen, F.G.A. et al. 2009).

Finally, in Table 4 and 5, Spearman rank´s 
coefficients are applied to observe which 
environmental factor acts as driving factor 
of soil erosion. In the cultivated plot, we 
observed that there is a strong correlation 
between the runoff generation and soil loss, 
and sediment concentration. These results 
also coincide with other crops, where bare 
soils and steep slopes generate a parallel 
increase in water and soil losses such as in 
olives or citrus orchards (Taguas, E.V. et al. 

2015; Jianjun, W. et al. 2017). As recently 
mentioned, it exists a high correlation be-
tween bare soils and an increase of vegeta-
tion cover, which not only protect against soil 
and water losses, but also enhance nutrients 
retention (Olmstead, M.A. et al. 2001; Fourie, 
J.C. et al. 2016) and biodiversity development 
(Barrio, I.C. et al. 2012; Lopes, C. et al. 2015) 
as well. On the other hand, we observe that 
in the abandoned plot, only a high correla-
tion is found with sediment concentration 
and antecedent soil moisture. This result also 
confirms that: i) when soils are saturated, soil 
and water losses are also activated, respond-
ing to a Hortonian dynamic (Imeson, A.C. 
and Lavee, H. 1998; Ziegler, A.D. et al. 2007); 
and, ii) vegetation cover reduces soil erosion 
activation, but a non-planned hillslope res-
toration modifies the hydrological dynamic, 
making it difficult to predict the spatial intra-
plot variability.

Conclusions

This research pretends to demonstrate the 
significant changes in soil properties and 
initial soil erosion processes generated after 
vineyard´s abandonment. In Figure 5, we rep-
resented our findings which demonstrated 
that: i) in vineyards, there are several dif-
ferences in soil properties and soil profiles 
among slope positions due to tillage and 
trampling effects, showing clear marks, fea-
tures of compaction and soil depletion in the 
footslopes; ii) also, in the cultivated field, we 
registered higher mean and maximum values 
of soil loss and sediment concentration data 

Table 4. Spearman rank´s coefficient in the cultivated vineyard

Indicators Runoff Soil 
loss SC RC Slope VC RFc ASM Roughness

Runoff
Soil loss
SC
RC

–
–
–
–

0.994*
–
–
–

0.982*
0.994*

–
–

1.000*
0.994*
0.982*

–

0.536*
0.531*
0.549*
0.536*

-0.765*
-0.755*
-0.739*
-0.765*

0.755*
0.761*
0.755*
0.755*

-0.152
-0.126
-0.121
-0.152

0.126
0.105
0.110
0.126

Notes: SC = Sediment concentration; RC = Runoff coefficient; VC = Vegetation cover; RFc = Rock fragment 
covers; ASM = Antecedent soil moisture. *p<0.05.
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Table 5. Spearman rank´s coefficient in the abandoned vineyard

Indicators Runoff Soil 
loss SC RC Slope VC RFc ASM Roughness

Runoff
Soil loss
SC
RC

–
–
–
–

1.000*
–
–
–

0.854*
0.854*

–
–

1.000*
1.000*
0.854*

–

0.270
0.270
0.381
0.270

0.048
0.048

-0.064
0.048

0.134
0.134
0.114
0.134

0.369
0.369

0.517*
0.369

-0.102
-0.102
0.077

-0.102
Notes: SC = Sediment concentration; RC = Runoff coefficient; VC = Vegetation cover; RFc = Rock fragment 
covers; ASM = Antecedent soil moisture. *p<0.05.

than in the abandoned plot, being the vegeta-
tion cover and the steeper slopes the main 
driving factors; iii) on the contrary, in the 
abandoned plots a rapid homogenization of 
soil horizons and soil properties were found 
along the hillslope, where a deeper organic 
horizon was consistently developed on an 
underneath compacted and rocky horizon, 
which was developed during the cultivation 
phase; and, iv) due to high compaction and 
obstructed development of the roots, runoff 
and runoff coefficient were higher than in the 
cultivated plots. 

Therefore, we claim that for the Central 
European vineyards under continental cli-
mate conditions, fortunately, at short-term 
periods, high facilities of a rapid recoloniza-
tion and soil recuperation can be registered. 
However, any restoration plan that promotes 
a deep ploughing to remove the compacted 
sub-surface horizons and the prevention of 

Fig. 5. Conclusions obtained from the cultivated and abandoned vineyards

annual pruning of vegetation after spring is 
not well suited for hillslope restoration and 
lessening soil and water losses.
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Introduction

Nitrate contamination of groundwater is a ris-
ing problem worldwide (Rivett, M.O. et al. 
2008; WHO 2011) that affects drinking water 
supply and leads to eutrophication of surface 
water that, in turn, poses environmental and 
human health risks (Slomp, C.P. and Van  
Cappellen, P. 2004; WHO 2011). Nitrates can 
enter both ground and surface water from 
both anthropogenic (sewage leakages, storages 
of fertilizers, manures, landfills, runoff from 
crop fields) and natural (forest soil, wetlands) 
sources (Katz, B.G. et al. 2004; Lockhart, K.M. 
et al. 2013; Vystavna, Y. et al. 2017a). Besides, 
nutrient input from agricultural soils to runoff 
and further to water bodies may be facilitated 
by soil erosion processes (Göndöcs, J. et al. 
2015). Depending on land use patterns, hydro-
geological and denitrification conditions, ni-
trate ion in groundwater may be highly mobile 
and persistent (Ouyang, Y. 2012; Yakovlev, V. 

et al. 2015; Vystavna, Y. et al. 2017a, b). Con-
ventional hydro-chemical measurements are 
not sufficient to track nitrate origin, sources 
distribution and to quantify fluxes from vari-
ous land use types. However, additional tools 
such as the geographic information systems 
(GIS) allowing to define the land use types 
and drainage area for contaminants path-
ways (Vystavna, Y. et al. 2017a, b), and stable 
isotopes of nitrate allowing to identify domi-
nant sources, can be useful to quantify nitrate 
fluxes in relation to the land use (Matiatos, 
I. 2016). Nitrate balance in soil-water systems 
together with other nutrient related indicators 
is also used for modelling ecosystem services  
(Makovníková, J. et al. 2017). While some 
studies (Ouyang, Y. 2012; Lockhart, K.M. et al. 
2013; Matiatos, I. 2016) have provided good 
insights into nutrient loads from groundwater 
to surface waters, nitrate fluxes from different 
land use types are still poorly understood and 
rarely quantified.

Quantification of nitrate fluxes to groundwater and rivers  
from different land use types
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The combination of conventional hydro-
chemical measurements (water temperature, 
discharge, major ions) with stable isotopes of 
nitrate and the application of GIS tools has 
been used to quantify nitrate fluxes from the 
Kharkiv region in East Ukraine – the largest 
one, in a term of size and population. Our 
previous investigations (Vystavna, Y. et al. 
2015; Yakovlev, V. et al. 2015; Vystavna, Y. 
et al. 2017a) have shown that about 20 per 
cent of groundwater samples taken in the 
Kharkiv region featured nitrate content at 
more than 50 mg L-1 being above a water 
quality limit established by the World Health 
Organization (WHO). The studied region is 
a relatively water scarce one and has very 
limited local runoff, with substantial part of 
water supply provided by water transloca-
tion from other Ukraine’s river basins via 
artificial canals (Vystavna, Y. and Diadin, 
D. 2015). Additionally, the region is consid-
ered to be influenced by climate change that 
results in the deterioration of water quality 
(Pidlisnyuk, V. et al. 2016). Thus, knowledge 
on water contamination sources is urgently 
needed to secure drinking water supply, 
prevent the spread of water-related diseases 
and protect natural aquatic systems (Canter, 
L.W. 1997; WHO 2008). The objective of the 
study was to quantify nitrate fluxes from 
settlements, forested and agricultural land 
use to ground and surface waters used for 
drinking water supply applying geochemi-
cal, stable isotopes of nitrates and GIS-based 
techniques. 

Methods and materials

Study area

The area of the studied Kharkiv region of 
Ukraine (the population is ca. 2.7 million) is 
31,415 km2. The dominant land use type is 
agricultural lands that cover 77 per cent of 
the territory. The rest of the area is covered 
by forests, dense urban, sub-urban and rural 
settlements (Figure 1). Grey forest and thick 
grassland soils, called chernozems, dominate 

in the study area (Vystavna, Y. et al. 2012) with 
average water infiltration rate about 2 m year-1 

(Maslov, B.S. 2009). 
Agricultural lands include arable areas 

(62% of agricultural lands area), grasslands 
and pastures (27%) and others (orchards, 
farms, etc.) (ECO, 2015). Inorganic fertiliz-
ers, mainly nitrogen, are applied at the rate of 
ca. 50 kg ha-1, where most of them (88%) are 
three-component (N, P and K) and ammonium 
nitrate fertilizers (Vystavna, Y. et al. 2017a). 
Manure is applied as an organic fertilizer at 
small farms and individual rural and subur-
ban households. About 90 per cent of waste-
water in rural area is not treated and disposed 
to poor-isolated septic tanks and pit latrines 
from which it seeps into shallow groundwater 
(Vystavna, Y. et al. 2017a, b). 

Approximately 2/3 of the study area be-
longs to the Seversky Donets catchment, the 
Sea of Azov’s basin, and the rest 1/3 belongs to 
the Dnipro River basin. The Seversky Donets 
River is a transboundary Russian Federation/
Ukraine waterway with an average an-
nual discharge of 12 m3 s-1 (upstream of the 
Kharkiv region). The Seversky Donets River 
is used for drinking and industrial water sup-
ply, but also for receiving both treated and 
untreated wastewaters. Untreated wastewater 
discharge is about 4–5 mln3 year-1 (ECO 2015). 
The river is of alluvial character and is mainly 
recharged by precipitation (65%) and ground-
water (up to 35%). Within the study area, the 
surficial geology up to 120 m of depth is com-
posed mostly of permeable and loose sedi-
mentary materials – sands, loams and clayey 
loams of Quaternary, Neogene and Paleogene 
ages. The presence of hydraulic connectivity 
between surficial Quaternary aquifers includ-
ing the Upper Cretaceous formations results 
in a wide range of groundwater geochemistry 
(Vystavna, Y. et al. 2015). The shallow aqui-
fer lies at 5–30 m below the surface in sands 
or sandy loams and outflows as numerous 
springs to main and tributary river valleys. 
High share of groundwater in the river’s re-
charge indicates that surface water chemistry 
is influenced by chemical fluxes from the shal-
low aquifer (Yakovlev, V. et al. 2015). 
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Sampling and analysis

In total, 50 groundwater-driven springs and 4 
surface water sites were sampled in the stud-
ied area. Groundwater discharge rates were 
measured with a stopwatch and a calibrated 
container during the sampling. Water tempera-
ture, pH, electrical conductivity (EC) and re-
dox potential (ORP) were measured in the field 
applying HI-98130 Multi-parameter tester and 
ORP (Redox) Tester 98121 (Hanna Instruments 
®). Major ions (calcium, hydrocarbonate, mag-
nesium, chloride, sulphate, sodium, potassium 
and nitrate) were analysed using the potentio-
metric method (described in Yakovlev, V. et al. 
2015, and Vystavna, Y. et al. 2017a). In order 
to trace dominant nitrate sources in the study 
area, 8 springs selected from different land 
use types were additionally sampled on sta-
ble isotopes of nitrate. For this purpose, water 
samples were filtered (0.22 µm) in the field and 

transferred into 50 mL plastic bottles. Nitrogen 
(δ15N–NO3) and oxygen (δ18O–NO3) isotopes 
of nitrate were analysed using the denitrify-
ing method (described in Vystavna, Y. et al. 
2017a). N and O isotope ratios were reported as 
δ values as a part per thousand (‰) deviations 
relative to the standards: atmospheric N2 (AIR) 
for nitrogen and Vienna Standard Mean Ocean 
Water (V-SMOW) for oxygen:

δ (‰) = [(Rsample–Rstandard)/Rstandard] × 1000,

where R is the ratio of the heavy to light iso-
topes as 15N/14N or 18O/16O. 

Data treatment and nitrate fluxes estimation

The GIS software (ArcGIS 10.2.2) was used 
to delineate catchment area of each sampling 
site basing on digital elevation model (Rawat, 

Fig. 1. The study sites location and major land uses in the Kharkiv region, East Ukraine

(1)
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K.S and Singh, S.K. 2018). Land cover types 
were defined from the Global Land Cover da-
tabase of Europe (GLC 2000). The groundwa-
ter sampling sites were grouped according to 
the sub-catchments of the Seversky Donets 
River: SD01–SD02 represents the upper part 
of the basin, from the entrance to Ukraine 
and before the conjunction with the Udy 
River (flowing through the Kharkiv metro-
politan area); SD02–SD03 represents the area 
downstream the city of Kharkiv, with treated 
wastewater discharges and upstream inflow 
of the artificial canal that transfers water 
masses from the Dnipro River basin; SD03–
SD04 is a part of basin that lies between the 
inflow of the Dnipro-Donbas artificial canal 
and the conjunction with the Oskol River at 
the border of the Kharkiv and Donetsk re-
gions; SD04–SD05 is a lower part of the stud-
ied basin, downstream the conjunction with 
the Oskol River (see Figure 1). 

The studied groundwater springs were 
classified into three groups according to 
dominant land use types in their catchment 
areas: 16 groundwater-driven springs with 
drainage areas within the agricultural lands 
(AG), 18 springs – within the forest areas (FR) 
and 16 springs – within the settlements (SE). 
Software package Golden Software Grapher 
12.0 was applied for data plotting.

Nitrate fluxes from a ground to surface 
waters were estimated using the following 
equation (Yakovlev, V. et al. 2015):

FNO3 = Q × C × K/S,

where, FNO3 is an annual flux of nitrate, tkm-2 

y-1, Q is a measured groundwater discharge, 
Ls-1, C is the analysed nitrate concentration, 
mgL-1, K is seconds per year (31,536,000 s), 
and S is an estimated drainage area, km2, fol-
lowing the equation:

S = Q/M,

where M is the groundwater flow module, 
projected according to the average river flow 
rate of 90 per cent of water availability (M = 
1.25 Ls-1) (Yakovlev, V. et al. 2015).

Specific fluxes of nitrate were estimated for 
the springs grouped according to the dominant 
land use in their drainage areas. The values of 
specific fluxes were calculated as average val-
ues for the group of springs in each land use 
type. Fluxes for the nitrate nitrogen were cal-
culated according to the molecular ratio (14/62) 
and normalized by the sub-catchment area.

Results and discussions

General chemistry of groundwater

Among 50 studied springs, more than 60 per 
cent had groundwater discharge less than  
0.5 Ls-1 (Figure 2, a). Groundwater temperature, 
EC and ORP were highly variable (Figure 2, b) 

Fig. 2. Distribution chart of measured groundwater discharge rates, Ls-1 (a), and box plots of measured  
hydro-chemical parameters of groundwater (b)

(2)

(3)

a b
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indicating different hydrogeological and land 
use conditions (Vystavna, Y. et al. 2015).

Major ion composition of groundwater was 
significantly varying, too, with the preva-
lence of Ca–HCO3 (46%) and Na–Ca Cl–SO4 
(42%) groundwater types (Figure 3, a).

The studied sub-catchments clear differed 
by their hydrochemistry (Figure 3) with 
prevalence of Ca–HCO3-type groundwater 
in the upper SD01–SD02 and Ca–Cl–SO4-
type groundwater in the lower SD04–SD05 
sub-basins. However, in the SD02–SD03 and 
SD03–SD04 sub-catchments, both sulphate- 
and bicarbonate-dominated groundwater 
types were found (Figure 3, b). 

Among cations, calcium dominated in the 
majority of samples (86%), while sodium 
dominated only in 14 per cent of samples 
(Figure 3, a). Among anions, the gradual 
increase of Cl- and SO4

2- was detected from 
upstream to downstream sub-catchments 
(Figure 3, b). This can be attributed to the 
lithology of vadose zone and aquifers, but 
also to the continuous discharge of waste-
waters. The Ca–HCO3 groundwater type is 
consistent with the lithology nature of the 
river beds and explains water-rock interac-
tion with the Cretaceous carbonate rocks 
(Vystavna, Y. et al. 2015). At the lower part 
of the water basin, Cl-

 and SO4
2- composi-

tion of groundwater can be associated with 
natural (interaction with halite and gypsum 
inclusions in clays) and anthropogenic fac-
tors (wastewater discharges). Previous es-
timations of the groundwater saturation 
index within the study basin indicated its 
under-saturation with halite confirming the 
minor role of this geological structure in the 
groundwater chemistry (Vystavna, Y. et al. 
2015). Besides, upward recharge from deeper 
salty Triassic aquifers would be an additional 
source of chlorides in this area. In southern 
part of the region, sulphate minerals (such 
as gypsum and anhydrite) were found in the 
uppermost layers of Quaternary deposits 
and could be suggested an additional source 
for this anion in groundwater (Vystavna, Y. 
et al. 2015). However, the water-rock interac-
tion and upward recharge are needed to be 

additionally studied. Similarly, to springs, Cl- 
increases downstream the Seversky Donets 
River together with rising of total dissolve 
solids (TDS) values (Figure 3, a).

Land use and dominant sources of nitrate

GIS-analysis of Global Land-Cover datasets 
indicated three dominating land use types in 
the studied basin: agricultural lands (includ-
ing arable lands, pastures and grasslands), 
forested areas and settlements (both rural 
and urban) (Figure 1). Measuring contents 
of stable isotopes of nitrate in groundwater 
from settlements, agricultural and forested 
areas revealed that manure and sewage were 
dominant sources of nitrate in the Seversky 
Donets basin (Figure 4), in the agreement with 
our previous study (Vystavna, Y. et al. 2017a). 

Domination of manure and sewage among 
other groundwater pollution sources is a re-
sult of improper wastewater treatment in ru-
ral settlements and excessive application of 
organic fertilizers at domestic kitchen-gardens 
and farmlands. Only few rural settlements 
are supplied with centralized sewerage, and 
construction of permeable pit latrines in-
stead is still a common practice in rural areas 
(Skryzhevska, Y. and Karácsonyi, D. 2012).

Nitrate fluxes in groundwater and rivers

Highest-rate and most variable nitrogen 
fluxes were calculated for settlement areas 
while the lowest and the most stable values 
were obtained for forested lands (Figure 5).

Nitrate fluxes in settlements were derived 
from such point sources as pit latrines, pri-
vate gardens and livestock sheds. Sewage 
and polluted runoff infiltrates unevenly, 
but poses high nitrate pollution in shal-
low ground waters (Bermudez-Couso, A. 
et al. 2013). Besides, the surface permeabil-
ity is highly variable within the study area 
(Yakovlev, V. et al. 2015; Vystavna, Y. et al. 
2015) leading to sewage percolation from 
pit latrines directly to the aquifer passing 
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by soil layer and va-
dose zone. In some 
cases, nitrogen is 
uptaken by plants, 
and bacterial denitri-
fication took place; 
the both process-
es influence nitrate 
variations in ground-
water (Vystavna, 
Y. et al. 2017b). The 
same mechanisms of 
intensive uptake of 
nitrogen by crops as 
well as denitrification 
processes explain the 
less amount of ni-
trate in groundwater 
in agricultural areas. 
Among three types 

of land use, forested area featured the lowest 
values of nitrate fluxes and less variation of 
nitrate concentration (see Figure 5) that can be 
explained by combination of denitrification, 
deposition and plant uptake processes in less 
impacted by anthropogenic activity ecosystem 
(Teller, A. et al. 2012).

The composition of surface water in the 
Seversky Donets River reflects the overall 
distribution of nitrate in the basin brought 
by groundwater, runoff and wastewater dis-
charge (Table 1). 

Calculated mass balance of substances 
(chloride, nitrate-N, potassium and TDS) in-
dicated that nitrogen input occurs mainly in 
the upper part of the basin reaching at 150 kg 
year-1 km-2 while depletion of nitrate concen-
trations and decrease of nitrate fluxes occur 
downstream. The negative values of nitrogen 

Fig. 4. Isotopic signature of nitrate in selected groundwater of agricultural (AG), 
forest (FR) and settlement (SE) land uses in the Kharkiv region

Fig. 5. Annual nitrogen (N-NO3) fluxes from agricul-
tural (AG), forest (FR) and settlement (SE) land uses 

(median values are shown on boxplots)

Table 1. Chloride, nitrate and potassium concentrations and discharge rates in the Seversky Donets River

Site n
Average concentration, mg/L-1 Water 

discharge,
m3 s-1

Substances discharge, t year-1

Cl- NO3
- K+ TDS Cl- N-NO3

- K+ TDS

SD01
SD02
SD03
SD04
SD05

11
6
6
8
2

58±24
58±5
75±13
70±15
187±36

17.4±26.8
16.5±17.7
7.0±4.6
2.8±2.3
5.5±1.5

10.6±9.5
7.6±7.9
7.0±5.9
6.9±4.6

n/m

719±145
765±281
922±85
795±86

1,227±83

12
24
42
80
62

22,063
43,671
99,338

175,592
367,592

1,511
2,866
2,128
1,621
2,476

4,011
5,752
9,272

17,408
n/m

272,055
578,623

1,221,333
2,006,446
2,406,416
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estimated at 73 kg year-1 km-2 and derived 
mostly from soil nitrification and – to a less 
extend – from scattered households located 
there. Domination of manure and sewage 
among other groundwater pollution sourc-
es as shown by applying the stable isotope 
techniques is viewed as a result of improper 
wastewater treatment in rural settlements and 
excessive application of organic fertilizers at 
private gardens and farmlands. 
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Introduction

The characteristics of fluid turbulence in riv-
ers, estuaries, coastal environments and the 
atmosphere are a primary focus of the study 
of Earth surface processes. Characterization of 
coherent turbulent structures is of consider-
able interest because these structures govern 
the exchange of energy and momentum over 
a wide range of spatial and temporal scales, 
thereby influencing sediment transport rates, 
patterns of erosion and deposition, rates of 
fluid and constituent mixing, and interactions 
between flow structure and vegetation (e.g. 
Niño, Y. and Garcia, M.H. 1996; Buffin-Bé-
langer, T. et al. 2000; Zedler, E. and Street, 

R. 2001; Cellino, M. and Lemmin, U. 2004; 
Wu, F. and Yang, K. 2004; Singh, A. et al. 2012; 
Nepf, H. et al. 2013; Venditti, J.G. et al. 2013; 
Lewis, Q.W. and Rhoads, B.L. 2015). Thus, 
coherent structures play an important role in 
the morphologic evolution of fluvial, aeolian, 
and coastal systems. 

Analysis of velocity time series has become 
an important tool in attempts to identify co-
herent structures in turbulent flows and to 
characterize the properties of these structures. 
Fourier analysis, which yields power spectra 
illustrating the distribution of turbulent en-
ergy associated with different frequencies, is 
a common method of analysing velocity sig-
nals for natural turbulent flows (Nikora, V.I. 
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and Smart, G.M. 1997; Uijttewaal, W.S.L. 
and Tukker, J. 1998; Sukhodolov, A. and 
Rhoads, B. 2001; Rhoads, B. and Sukhodolov, 
A. 2004; Singh, A. et al. 2010). More recently, 
wavelet analysis, which yields amplitude-fre-
quency-time spectra, has been used to study 
the time-dependent behaviour of turbulent 
flows (Chen, J. and Hu, F. 2003; Hardy, R.J. 
et al. 2009; Wu, X. et al. 2013). Applications of 
these two methods have greatly enhanced our 
understanding of turbulence by identifying 
important frequency scales of velocity fluctua-
tions in different types of turbulent flows and 
by providing empirical evidence in support of 
theoretical analyses, such as energy cascade 
theory (Kolmogorov, A.N. 1941; Sukhodolov, 
A. 1998; Sukhodolov, A. and Rhoads, B. 2001; 
Rhoads, B. and Sukhodolov, A. 2004). 

Despite these successes, Fourier and wave-
let analyses are subject to limitations. To be 
suitable for Fourier analysis signals must be 
both stationary and linear, while for wavelet 
analysis signals must be linear (Huang, N.E. 
et al. 1998). Moreover, both methods decom-
pose the velocity signal using pre-defined 
waveforms. In the case of Fourier analysis, 
signals are decomposed into sine waves. If 
the fluctuations in a velocity signal are not 
well described by sine waves, this approach 
can spread energy over spurious harmonics 
that do not necessarily reflect real, physical 
motions of the fluid. Fourier analysis, since 
it treats sine-wave oscillations over the entire 
velocity signal, also cannot capture well (if at 
all) localized fluctuations in a signal produced 
by turbulent events that occur only for a short 
duration of the total signal length. Wavelet 
analysis, by yielding amplitude-frequency-
time spectra, can capture events localized in 
time; however, the waveform used to analyse 
the signal is pre-defined by the user. Common 
forms include the Morlet, Gaussian, or Haar 
wavelets. Because results depend on the type 
of waveform selected, analysis of a signal us-
ing this method is not unique, complicating 
comparisons among studies. 

To address the limitations of Fourier and 
wavelet analysis, Huang, N.E. et al. (1998) 
proposed a new method for spectral analy-

sis of nonlinear and non-stationary data. 
The cornerstone of this method is Empirical 
Mode Decomposition (EMD), which decom-
poses a signal into a finite number of modes, 
termed Intrinsic Mode Functions (IMFs), us-
ing the local timescales present in the signal 
itself. An important attribute of EMD is that 
the resulting IMFs have physically mean-
ingful Hilbert transforms. The set of Hilbert 
transforms of the IMFs is used to generate 
the amplitude-frequency-time distribution 
of a signal. This distribution may then be in-
tegrated over time to yield the power spec-
trum of frequency. It is therefore possible to 
investigate the frequency spectrum for the 
entire signal as well as the time-evolution of 
the frequency spectrum. 

When Huang, N.E. et al. (1998) first proposed 
the Hilbert-Huang transform (HHT) method, 
they used a time series of wind speed to dem-
onstrate its capabilities. Since then, the Hilbert-
Huang method has been used to investigate 
periodicities in many different types of data, 
including time series of rainfall, lake tempera-
ture, and wind speed (e.g. Rao, A.R. and Hsu, 
E.C. 2010), stream gage data (e.g. Huang, Y. et 
al. 2009; Rao, A.R. and Hsu, E.C. 2010), ground 
motion during earthquakes (Loh, C. et al. 2000, 
2001), and oxygen isotope data from ice cores 
(Thomas, E.R. et al. 2009). Application of the 
HHT method to the study of ocean waves has 
been especially useful because such waves 
are non-linear, which limits the applicabil-
ity of Fourier and wavelet analysis (Huang, 
N.E. and Wu, Z. 2008). Additionally, efforts 
have been made to establish confidence lim-
its for the EMD (Huang, N.E. et al. 2003) and 
to determine the nature of noise in the EMD 
(Flandrin, P. et al. 2004, 2005; Flandrin, P. 
and Gonçalves, P. 2004; Wu, Z. and Huang, 
N.E. 2004, 2005). A full summary of previous 
applications and advances of the HHT method 
is beyond the scope of this paper; a more com-
plete description can be found in Huang, N.E. 
and Wu, Z. (2008). 

Although the HHT method has been suc-
cessfully applied in a wide variety of fields, 
applications of the HHT method to turbulent 
shear flows, such as those that can occur in riv-
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ers, streams, estuaries and coastal zones, are 
rare and limited in scope (e.g. Schmitt, F.G. et 
al. 2009; Kanani, A. et al. 2010). Given its robust 
capacity to deal with nonlinear, nonstationary 
signals, the HHT method has enormous poten-
tial to improve our understanding of turbu-
lent shear flows. The purpose of this paper is 
to illustrate the value of the HHT method for 
analysing turbulence in water flows through 
applications including: (1) velocity measure-
ments of unidirectional flow over a flat sand 
bed below the threshold for sediment mo-
tion (laboratory), (2) velocity measurements 
of unidirectional flow with high suspended 
sediment concentration (laboratory), (3) veloc-
ity measurements from a combined flow (e.g. 
a flow with both a unidirectional and oscil-
latory component of velocity) over a mobile, 
evolving bed (laboratory), and (4) temperature 
measurements from the shear layer of a large 
river confluence (field). These examples were 
specifically chosen to highlight the advantages 
of the HHT method. The applications show 
that the method can be used to identify inter-
mittency in an otherwise stationary velocity or 
temperature signal, analyse time-dependent 
flows, and capture fluctuations in a signal that 
are not sinusoidal. EMD also provides a means 
of noise-removal and signal de-trending. The 
HHT method is not a replacement for Fourier 
or wavelet analysis, but it can provide useful 
additional information on the character of tur-
bulent flows when used in conjunction with 
those methods.

Methods

The Hilbert-Huang transform (HHT) deter-
mines the local frequency spectrum (i.e. the 
frequency spectrum at each individual time 
step) of a signal by applying a Hilbert trans-
form to a complete set of locally orthogonal 
modes, or intrinsic mode functions (IMFs), 
of the signal. The HHT method consists of 
two main steps. First, the original signal is 
decomposed into a set of IMFs using a meth-
od termed Empirical Mode Decomposition 
(EMD). Next, a Hilbert transform is applied 

to each IMF and the frequency spectrum of 
the signal is calculated. 

Empirical Mode Decomposition

The method of EMD is used to transform the 
signal into a set of IMFs (Huang, N.E. et al. 
1998), which satisfy the following two con-
ditions: (1) the number of extrema (maxima 
or minima) in the IMF must be equal to the 
number of zero crossings (e.g. where the 
signal crosses the x-axis) or differ by one, 
and (2) the average of the envelope curve 
of the IMF maxima and the envelope curve 
of the IMF minima must equal zero at each 
time step. The HHT method calculates these 
modes from the signal itself, with no wave-
form defined a priori. Each IMF represents 
characteristic oscillations over a narrow 
range of frequencies, which occur locally, 
intermittently, or persistently throughout the 
sample length of the signal. The decomposi-
tion procedure involves several steps (for full 
details of the method, see the original work 
by Huang, N.E. et al. 1998):
1. Create upper and lower envelope curves 
emax(t) and emin(t) for the signal by fitting cubic 
splines to the local maxima and minima in 
the time series.
2. Average the values of the upper and low-
er envelope curves at each time to get m1(t) 
(Eqn. 1).

                                                                                                                                   (1)

3. Subtract m1(t) from the signal x(t) to get 
h1(t) (Eqn. 2).

                                                                        (2)

Check to see if h1(t) satisfies the two condi-
tions to be an IMF. If h1(t) satisfies the require-
ments, it is IMF1(t). If not, treat h1(t) as the new 
signal and repeat steps 1–3 for “j” iterations 
until if h1j(t) is an IMF. This process is referred 
to as “sifting.” Although satisfying the first 
condition is absolutely necessary for an IMF, 
if iterations are carried to an extreme to satisfy 



Konsoer, K.M. and Rhoads, B. Hungarian Geographical Bulletin 67 (2018) (4) 343–359.346

the second condition, physically meaningful 
amplitude fluctuations can be obliterated, 
resulting in a pure frequency modulated sig-
nal of constant amplitude (Huang, N.E. et al. 
1998). It is therefore necessary to introduce a 
stopping criterion for the sifting process. This 
criterion involves imposing a constraint on 
the magnitude of the standard deviation (Eqn. 
3) between two consecutive “siftings”; in the 
analyses presented in this paper a value of 0.2 
is used (Huang, N.E. et al. 1998):

                                                                       (3)

4. Calculate the residual r1(t) between the first 
IMF and the signal (Eqn. 4).

                                                                       (4)

The residual r1(t) is now the new signal. 
5. Repeat steps 1–4 using r1(t) to determine 
m2(t), h2j(t), and the second intrinsic mode 
function IMF2(t).
6. Calculate the new residual r2(t) (Eqn. 5).

                                                                       (5)

7. Repeat steps 1–7 to obtain IMF3, IMF4, … 
IMFn until rn(t) becomes a monotonic func-
tion or has only one extreme.

The EMD process produces n orthogonal 
IMFs and a residual r(t) = rn(t). The sum of 
the n IMFs and the residual r(t) equals the 
original signal x(t) (Eqn. 6). Performing this 
summation is a check to determine that the 
decomposition is complete.

                                                                      (6)

During each iteration of the decomposi-
tion, progressively lower frequencies of 
characteristic oscillations remaining in the 
signal are “sifted” out into a new IMF. The 
resulting IMFs encompass a narrow range 
of the frequencies present in the original 
signal, and as mode number increases, the 
mean frequency associated with that mode 
decreases. As with Fourier analysis, the sam-
ple length and the Nyquist frequency (half 

the sampling frequency) set the limit on the 
lowest and highest frequencies, respectively, 
that can be identified in the signal. The re-
sidual, which must be monotonic or contain 
only one extreme, represents the trend of the 
signal over the sample length. 

Hilbert transform

The Hilbert transform is used to extract the 
local frequency and amplitude from each 
IMF for spectral analysis. The IMFs, as ex-
tracted from EMD, satisfy the two conditions 
required to define meaningful frequencies 
using the Hilbert transform. The Hilbert 
transform is the convolution of a function 
f(t) with 1/πt (Eqn. 7). 

                                                                        (7)

A real function f(t) and its Hilbert transform 
f(t) form a strong complex analytic signal, Z(t) 
in which the real (r) part of Z(t) is f(t) and the 
imaginary (i) part is given by f̃(t) (Eqn. 8). 

                                                                     (8)

The Hilbert transform is applied to each of 
the n IMFs, forming n strong complex ana-
lytic signals (Eqn. 9a), which can be also be 
written in a polar form (Eqn. 9b).

                                                                      (9a)

                                                                     (9b)

The local amplitude Aj(t) is given by Eqn. 
10 and the local angular frequency ωn and 
frequency fj(t) for each IMF are computed as 
shown in Eqn. 11a and Eqn. 11b.

                                                                           (10)

                                                                     (11a)

                                                                      (11b)
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Thus, there are n values of frequency and 
amplitude at every time step, which can be 
expressed as Aj(f,t). The amplitude of an IMF 
at any given time step, for example A3(tm), 
reflects the degree to which the correspond-
ing local IMF frequency, f3(tj), is present in 
the original signal at that time step, tm. The 
combined set of all n Aj(f,t) gives the Hilbert 
spectrum H(f,t) (Eqn. 12).

                                                                      (12)

If two or more IMFs happen to have the same 
frequency at the same time step, the Hilbert 
spectrum value for that frequency is the sum of 
those IMF amplitudes at that time. The Hilbert 
spectrum can be plotted as discrete points in 
time-frequency space using a colour scale to 
represent H. Previous studies have applied a 
weighted Gaussian filter to the discrete points 
of the Hilbert spectrum to produce a visually 
continuous plot (Huang, N.E. et al. 1998). 

The plot of the Hilbert spectrum is similar 
to a wavelet plot in that it displays the time 
evolution of the frequency spectrum. The 
main difference between H(f,t) and a wavelet 
plot is in the method of calculating the am-
plitude at each frequency-time pair. Wavelet 
analysis performs a correlation of the signal 
with a wavelet of varying size at each time-
step. The wavelet scale (a) is converted into a 
“pseudo-frequency” (Fa) using the centre fre-
quency of the wavelet (Fc) and the sampling 
period of the signal (Δ) (Eqn. 13). 

                                                                               (13)

The form of the wavelet is defined a priori 
and can influence the results of the analy-
sis substantially. Thus, comparisons be-
tween wavelet analyses are limited to those 
which use the same wavelet. In contrast, the 
Hilbert-Huang transform does not require 
any a priori choice of waveform, as the 
Hilbert spectrum is calculated directly from 
empirically derived IMFs. The only tuning 
parameter that affects HHT is the standard 
deviation tolerance in the shifting process, 
and, if kept at or below 0.2 (Huang, N.E.  

et al. 1998), primarily influences effects the 
calculation time with negligible changes in 
the IMFs and residual. 

Integrating the Hilbert spectrum over time 
gives the marginal Hilbert spectrum h(f) 
(Eqn. 14).

                                                                         (14)

This spectrum is similar to the Fourier spec-
trum in that it represents the contribution of 
a given frequency to the original signal. The 
marginal Hilbert spectrum differs substantial-
ly from the Fourier spectrum in that the HHT 
method can capture periodicities that occur 
only locally or intermittently in a signal – a 
capability that Fourier analysis lacks. Thus, 
peaks in the marginal Hilbert spectrum may 
represent frequencies that are present locally, 
intermittently or throughout the whole sam-
ple length. In contrast, the Fourier spectrum 
only captures periodicities that are present 
persistently over the entire sample length. 
Peaks in the marginal Hilbert spectrum h(f) 
can be examined in detail via the Hilbert spec-
trum H(f,t) to determine if these peaks repre-
sent persistent periodicities in the signal or 
intermittent variations in signal amplitude at 
certain frequencies. The frequency spectrum 
of the signal can also be investigated in more 
detail by integrating each Aj(f,t) separately, 
yielding the marginal spectrum of each IMF. 
Such an approach is useful for identifying the 
relative contributions of characteristic oscilla-
tory modes in a signal to the overall spectral 
characteristics of the signal and for comparing 
characteristic modes among different signals 
(Huang, N.E. et al. 1998; Konsoer, K.M. and 
Rhoads, B.L. 2014). The Hilbert spectrum may 
also be integrated over frequency to give the 
“Instantaneous Energy” (IE) at each time step 
(Eqn. 15). Large values of IE reflect local high 
amplitude oscillations, a metric of signal en-
ergy, of unspecified frequency:

                                                                      (15)

In summary of this method section, HHT 
provides an alternative approach to analys-
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ing temporal or spatial signals in spectral 
space compared to Fourier and wWavelet 
analyses, and offers provides an additional 
methods of decomposing a the signal and/or 
integrating it over time or frequency space. 
Importantly, HHT does not require the selec-
tion of a waveform for the spectral analysis a 
priori. In the next sections, we illustrate us-
ing present through various hydrodynamic 
examples the utility of the HHT method.

Results and discussion

Application to clay-laden flows

To illustrate the capabilities of the method to 
characterize complex turbulent flows with 
high degrees of intermittency, HHT analysis 
is applied to velocity data for clay-laden wa-
ter flows, which exhibit flow characteristics 
that vary both with the concentration of sus-
pended sediment and the mean velocity. Pre-
vious work has identified five types of clay 
flows based on the effect of increasing clay 
concentration on the characteristics of fluid 
turbulence: turbulent flow (TF), turbulence-
enhanced transitional flow (TETF), lower and 
upper transitional plug flow (LTPF/UTPF) 
and quasi-laminar plug flow (PF) (Baas, J.H. 
et al. 2009). HTT analysis was performed on 
streamwise velocities measured in four types 
of clay-laden flows (Runs 10–1, 10–19, 10–22 
and 10–26 from Baas, J.H. et al. 2009) (Table 
1). These flows have similar depth-averaged 
velocities and depths, but different clay con-
centrations. Velocity signals for all four flows 
were measured 5 mm above the bed with an 
ultrasonic Doppler velocity profiler (UDVP) 
operating at a sampling frequency of 125 

Hz (for details see Baas, J.H. et al. 2009). The 
UDVP measures the component of velocity 
parallel to the instrument beam at 128 points 
along the beam length.

Velocity time series for each of the four 
types of flows have distinctive characteris-
tics (Baas, J.H. et al. 2009) (Figure 1). Signals 
for the TF and the TETF flows are similar in 
form, but amplitudes of turbulent fluctua-
tions for the TETF are greater in magnitude 
than those for the TF. The LTPF exhibits dis-
tinct low-frequency oscillations compared to 
TF and TETF, whereas UTPF is characterized 
by intermittent “saw-tooth” shaped oscil-
lations (Baas, J.H. et al. 2009). The Fourier 
and marginal HHT spectra for each of the 
four flows are generally similar in form, but 
the Fourier spectra exhibit more variability 
than the HHT spectra (Figure 2). The Fourier 
and Hilbert spectra of the LTPF and UTPF 
have slightly steeper slopes than spectra 
for the TF and TETF, but otherwise all four 
spectra have slopes close to -5/3 – the value 
expected for the energy cascade associated 
with the inertial subrange of turbulent flows 
(Kolmogorov, A.N. 1941; Sukhodolov, A.N. 
and Uijttewaal, W.S.J. 2010). 

By contrast, the full Hilbert spectra of the 
four flows, plotted as filled contours, differ 
considerably from one another (Figure 3). The 
TF Hilbert spectrum and the TETF Hilbert 
spectrum are similar in that the Hilbert am-
plitude fluctuates intermittently, with a few 
localized high-amplitude sections. The TETF 
Hilbert spectrum exhibits consistently higher 
Hilbert amplitudes than the TF Hilbert spec-
trum over the whole range of frequencies 
and over the entire duration of the signal. 

As expected based on the apparent pe-
riodicity of the velocity signal, the Hilbert 

Table 1. Details for the four clay-laden flows

Run* Flow type Clay concentration, 
vol. %

Depth-averaged 
velocity, cm/s

Mean streamwise 
velocity**, cm/s Flow depth, cm

10–1
10–19
10–22
10–26

TF
TETF
LTPF
UTPF

0.03
12.48
14.45
16.44

140.3
143.3
140.4
134.9

97.85
96.12
75.15
38.83

14.3
14.0
14.1
14.8

*From Baas, J.H. et al. 2009. **At 5 mm above the bed.
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Fig. 2. Comparison of the Fourier spectra to the marginal Hilbert spectra for the four time series of clay-laden 
flows. – TF, TETF, LTPF and UTPF: For explanation see Fig. 1.

Fig. 1. Time series of streamwise velocity for different concentrations of suspended sediment. Classifications 
as identified by Baas, J.H. et al. (2009). – TF = turbulent flow; TETF = turbulence enhanced transitional flow; 

LTPF = lower transition plug flow; UTPF = upper transition plug flow
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spectrum of the LTPF is characterized by 
intermittent high amplitudes at frequencies 
less than ~10 Hz. Values of amplitude for 
these low-frequency velocity variations are 
the greatest of any of the four flows. Strong 
low-frequency turbulence for LTPF has been 

attributed to Kelvin-Helmholz instabilities 
along an internal basal shear layer that devel-
ops between highly turbulent near-bed flow 
and less turbulent flow in the upper portion 
of the fluid column (Baas, J.H. et al. 2009). 
The Hilbert spectrum of the UTPF is charac-

Fig. 3. Full Hilbert spectra for the four time series of clay-laden flows. – TF, TETF, LTPF and UTPF: For ex-
planation see Fig. 1.
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terized by small amplitudes at all frequen-
cies, indicating nearly pervasive damping 
of turbulence by high sediment concentra-
tions. Weak turbulence near the bed, where 
the vertical gradient in streamwise velocity is 
largest, produces a number of highly isolated 
high amplitude fluctuations of the signal at 
low and intermediate frequencies (e.g. at ~13 
seconds and ~42 seconds). 

The Instantaneous Energy (IE) plots of 
the four signals reflect the differences in 
the Hilbert spectra (Figure 4). Because these 
plots show the sum of the local Hilbert am-
plitudes over all frequencies, high values of 
IE at a particular time may signify a strong 
local fluctuation of a single frequency or 
synchronous local fluctuations over multi-
ple frequencies. Averaging the Instantaneous 
Energy over time gives a measure of the 
overall oscillatory energy in the signal. The 
mean Instantaneous Energy of the TETF 
(mean IE = 493) is higher than that of the TF 
(mean IE = 221), which is consistent with the 
higher turbulence intensity of the TETF com-
pared to the TF (Baas, J.H. et al. 2009). The IE 

of both the TETF and TF fluctuate over time, 
reflecting that the strength of the turbulence 
fluctuates over time. The LTPF Instantaneous 
Energy consists of systematic low-frequency 
fluctuations about a relatively high mean 
value of 690. These low frequency fluctua-
tions in IE probably reflect Kelvin-Helmholz 
instabilities within the basal shear layer of 
the LTPF, which produce high magnitude, 
low frequency fluctuations in streamwise 
velocity. The mean Instantaneous Energy of 
UTPF is the lowest of the four signals (mean 
IE = 143); a result that indicates suppression 
of turbulence related to gelling of the flow 
(Baas, J.H. et al. 2009). The IE of the UTPF is 
also characterized by local spikes, which oc-
cur at the same times as the “saw-tooth” ve-
locity fluctuations in the raw velocity signal. 

The distinct forms of the Hilbert spectra 
and Instantaneous Energy plots illustrate 
nicely the different behaviours of clay-en-
riched flows described by Baas, J.H. et al. 
(2009). Moreover, the full Hilbert spectrum 
provides a means of distinguishing among 
different types of clay-laden flows even 

Fig. 4. Instantaneous energy plots for the time series of clay-laden flows. – TF, TETF, LTPF and UTPF:  
For explanation see Fig. 1.
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though the marginal Hilbert spectra and 
Fourier spectra of these flows do not differ 
substantially. Results of the analysis can also 
be used to characterize differences in the 
intermittency of these flows, both for indi-
vidual frequencies and over the entire range 
of frequencies. The applications of the HHT 
method to these clay-laden flows shows that 
it is a robust tool for examining the character-
istics of complex turbulent flows, especially 
when velocity fluctuations of these flows are 
highly intermittent.

Application to combined flow over a mobile bed

The second application examines labora-
tory measurements of non-stationary time 
series of streamwise and vertical velocity 
components from a combined flow over an 
evolving mobile bed. The experiments were 
conducted in the Large Oscillatory Water-
Sediment Tunnel facility at the Ven Te Chow 
Hydrosystems Laboratory at the University 
of Illinois, Urbana-Champaign (Perillo, 
M.M. et al. 2014). The combined flow is com-
posed of an oscillatory component with a pe-
riod of 5 seconds and a maximum oscillatory 
velocity of 30 cm/s, and a unidirectional com-
ponent with mean velocity of 10 cm/s. The 

experiment began with a flat, mobile sand 
bed (D50 = 250 µm) and continued for 640 sec-
onds through the development of bedforms. 
Velocities were measured with an ADV at a 
distance of 1 cm above the initial flat bed at 
a sampling frequency of 25.6 Hz. The time 
series were de-spiked prior to analysis with 
the HHT method (Goring, D.G. and Nikora, 
V.I. 2002).

Time series of streamwise (u) and vertical 
(w) velocities clearly show the non-stationar-
ity of the signal, particularly the variance of 
the vertical velocities (Figure 5). The marginal 
Hilbert spectra of the streamwise and vertical 
velocities both have peaks centred at a fre-
quency of 0.2 Hz, but the peak is much more 
pronounced for the streamwise velocities 
(Figure 6). In this case, the peak at 0.2 Hz is 
much sharper for the Fourier spectrum than 
for the marginal Hilbert spectrum because 
the persistent 0.2 Hz oscillatory component 
of the flow over the entire measurement is 
particularly well suited for Fourier analysis. 
Overall the marginal Hilbert spectra and 
the Fourier spectra of the two velocity com-
ponents are similar in shape (see Figure 6). 
However, the marginal Hilbert spectrum of 
streamwise velocity exhibits a broad second-
ary peak centred on a frequency of 1 Hz, not 
visible in the Fourier spectrum, suggesting 

Fig. 5. Time series of (a) streamwise and (b) vertical velocity components of a combined oscillatory and unidi-
rectional flow. (Data courtesy of Perillo, M.M.)
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that high-frequency turbulent fluctuations 
are an important part of the signal and that 
the Fourier spectrum does not capture these 
high frequencies as well as the marginal 
Hilbert spectrum (see Figure 6).

A major advantage of the HHT method is 
its capacity to yield marginal Hilbert spectra 
for each IMF (Figure 7). The IMFs represent 

major modes of variability over a narrow 
range of frequencies within the original time 
series. For the time series of streamwise ve-
locity, the individual marginal Hilbert spec-
tra of the IMFs show that IMFs 4–6 capture 
the primary oscillatory component of the 
combined flow, IMFs 7–11 represent large 
scale fluctuations not associated with the os-
cillatory motion, and IMFs 2 and 3, as well 
as the high-frequency tails of IMFs 4 and 5, 
represent turbulence associated with high 
frequency fluctuations (see Figure 7). The 
first IMF can be associated with measure-
ment noise (Kanani, A. et al. 2010).

The Hilbert spectrum for the streamwise 
velocity of the combined flow (plotted as dis-
crete points) shows a high-amplitude band 
centred on 0.2 Hz (Figure 8, a). By isolating 
IMFs 2 and 3, which do not include the 0.2 
Hz oscillation, it is possible to examine the 
time evolution of high frequency turbulent 
fluctuations independent of the low-frequen-
cy oscillatory component of the combined 
flow (Figure 8, b). To aid interpretation of 
the time evolution of the signal, the data in 
the Hilbert spectrum were contoured. After 
an initial period (0–50 seconds) of increased 
Hilbert amplitudes associated with turn-
ing on the pumps for the experiment, am-
plitudes diminish as flow over the initially 
flatbed stabilizes and attains its target oscilla-
tory streamwise velocities. At approximately 
290 seconds, the Hilbert amplitudes begin 
to steadily increase until the end of the time 
series. This increase in Hilbert amplitude 
represents an increase in high-frequency tur-
bulent energy associated with the initiation 
and growth of bedforms. The influence of the 
initiation of bedforms at roughly 290 seconds 
is also apparent in the time series of vertical 
velocity (see Figure 5, b) and its Hilbert spec-
trum (Figure 8, c). The full Hilbert spectrum 
for streamwise velocity is in good agreement 
with the wavelet spectrum for lower frequen-
cies (Figure 8, d). 

A comparison of the Hilbert spectrum 
and wavelet spectrum computed using the 
Mexican hat waveform illustrates some of the 
major differences between these two meth-

Fig. 6. Comparison of Fourier spectra and marginal 
Hilbert spectra for (a) streamwise velocity and (b) 
vertical velocity components for the combined flow 

described.
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Fig. 7. Marginal Hilbert spectra for each IMF from 
the streamwise velocity signal of combined flow. 

Numbers 1–11: For explanation see the text.

ods (see Figure 8). The wavelet spectrum 
clearly shows an increase in the strength of 
the 0.2 Hz oscillation over the first 50 sec-
onds, as expected from turning on the pumps 
for the experiment. However, in the wavelet 
spectrum, the 0.2 Hz oscillatory component 
dominates the entire signal and it is difficult 
to isolate the temporal evolution of the high 
frequencies. Thus, the ability to isolate in-
dividual IMFs is a unique advantage of the 
HHT method. Moreover, while the Hilbert 
spectrum provides discrete values of the fre-
quency associated with these high amplitude 
events (see Figure 8, a), the wavelet spectrum 
spreads high amplitudes over a range of fre-
quencies (see Figure 8, d).

Detrending and noise-removal with HHT

Because IMFs represent different oscillatory 
modes of characteristic frequencies contained 
within the original signal, the highest and 
lowest frequency components can be used to 
de-trend or remove noise from a signal. The 
HHT method is a robust tool for de-trending 

because it does not require an initial assump-
tion about the type of trend in the signal and 
because it can easily remove nonlinear trends. 
The trend in a signal is simply the residual 
component from EMD. Subtracting this resid-
ual from the signal yields a stationary signal 
that can be analysed with either the Hilbert 
transform or the Fourier transform. 

A time series of surface water tempera-
tures collected from a mixing interface of 
a large river confluence of the Wabash and 
White rivers in Illinois (Figure 9, a–c) is used 
to demonstrate the de-trending capabilities 
of HHT (Konsoer, K.M. and Rhoads, B.L. 
2014). The data were collected using a boat-
mounted RDI acoustic Doppler current pro-
filer (ADCP) at a sampling frequency of 1 Hz 
over a sampling interval of 117 minutes. The 
residual trend in the data, as extracted by 
EMD, shows temperatures increasing non-
linearly throughout the sampling interval 
(Figure 9, b). This increase in temperature is 
associated with diel fluctuations of heating. 
Subtracting the residual from the original 
time series produces a detrended signal that 
is stationary over the full length of the time 
series (Figure 9, c). In this manner, the diel 
trend in heating is isolated from the fluctua-
tions in water surface temperature that result 
from the dynamics of the mixing interface at 
the confluence without assuming a certain 
type of trend a priori. 

Assuming the surface water temperature 
acts as a passive marker of the fluid from the 
two tributaries, it is possible to extract infor-
mation about the mixing interface from the 
frequency spectrum of the detrended tem-
perature data. The Fourier spectrum of the 
original signal contains the energy associ-
ated with the low frequency diel fluctuation 
in temperature (Figure 10, a), and is therefore 
greater than the Fourier spectrum of the de-
trended signal at frequencies less than ~10-2. 
The Fourier spectrum of the detrended sig-
nal is nearly identical to the marginal Hilbert 
spectrum of the original signal, in which the 
residual trend is automatically excluded from 
calculations. The power-law form of the fre-
quency spectrum of the detrended signal re-
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Fig. 8. The full Hilbert spectrum for the streamwise component of the combined flow signal – shown in  
Figure 5, upper part – plotted as discrete points (a); the Hilbert spectrum for only IMFs 2–3, plotted as filled 
contours (b); Full Hilbert spectrum for the vertical velocity component of combined flow, plotted as filled 
contours (c); and wavelet spectrum calculated using the Mexican Hat waveform (d) with scale converted to 

pseudo-frequency using Eqn. 13.
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flects the variety of scales at which fluid is 
exchanged across the mixing interface at the 
confluence. A more detailed interpretation 
of the flow structures at the Wabash-White 
confluence is presented in Konsoer, K.M. 
and Rhoads, B.L. (2014). In addition to de-
trending hydraulic signals, the HHT method 
can also be used to de-trend and analyse mor-
phologic data, as was shown for outer bank 
roughness characteristics along the meander-
ing Wabash River (Konsoer, K.M. et al. 2017).

The first IMF, which represents the highest 
frequency fluctuations, contains most of the 
measurement noise in the signal (Huang, E.N. 
et al. 2003; Kanani, A. et al. 2010). To remove 
this noise, the first IMF can be subtracted from 
the original signal prior to Fourier analysis 
(Figure 10, b) or the marginal Hilbert spectrum 
of the first IMF can be excluded from the total 
marginal Hilbert spectrum (see Figure 10, b). In 
either case, this adjustment to the data removes 
the flat, high frequency tail of the spectrum 
that is dominated by signal noise.

Conclusions

The examples presented herein demonstrate 
the unique capabilities of the Hilbert-Huang 
transform method to shed light on the char-
acteristics of turbulent shear flows. In par-
ticular, Hilbert-Huang transform analysis is 
well-suited for identification of intermittent 
or localized turbulent events and for analy-
sis of turbulence characteristics over specific 
frequency ranges. The major benefits of the 
Hilbert-Huang transform include:

–– The Hilbert spectrum is discrete, permitting 
precise identification of the frequency of 
a distinct high-amplitude turbulent event 
occurring at a specific time.

–– The Hilbert spectrum allows for the analy-
sis of non-stationary time-evolving flows, 
enabling exploration of how the spectral 
characteristics of flow properties vary with 
changing boundary conditions.

–– The Hilbert spectrum is useful in identifying 
intermittency and determining the character-

Fig. 9. Surface temperature at a fixed location along a mixing interface at a large river confluence, measured 
over the course of ~2 hours (a); Residual of the temperature signal as extracted from the EMD process (b); 

Detrended surface temperature, calculated by subtracting the residual from the original signal (c).
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istics of intermittent turbulent events in sig-
nals that otherwise appear to be stationary.

–– The Hilbert spectrum provides an ad-
ditional means of distinguishing types 
of flows that may show similar marginal 
Hilbert spectra or Fourier spectra (e.g. the 
four types of clay-laden flows).

–– The Hilbert-Huang transform allows for 
isolation of individual IMFs, enabling de-
tailed analysis of key frequency ranges.

–– The EMD process provides a means of de-
trending and noise-removal that requires 
no a-priori assumptions about the signal.

Fig. 10. Fourier spectrum of the original temperature 
signal (red), Fourier spectrum of the detrended tem-
perature signal (dark red) and the marginal Hilbert 
spectrum of the original temperature signal (blue) 
– double-arrow line indicates low frequency energy 
associated with residual trend in Fourier spectrum 
(a); Examples of noise removal using EMD for the 
streamwise velocity of the unidirectional flow. The 
light red line and light blue line show the Fourier 
spectrum and the marginal Hilbert spectrum, respec-
tively, prior to noise removal and the darker lines 

show the spectra following noise-removal (b).

Because of these attributes, Hilbert-Huang 
transform analysis is useful as an additional 
tool for spectral analysis of data from these 
types of flows, but is not a replacement for 
Fourier or wavelet analysis. Further applica-
tion of the Hilbert-Huang transform method 
to turbulent shear flows may provide new 
insights into how the frequency spectrum of 
these flows is influenced by strong intermit-
tency, non-stationarity, and non-linearity.
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Introduction

Landslide susceptibility is defined as the 
probability of the occurrence of landslides in 
a given area according to local geo-environ-
mental variables (Brabb, E.E. 1984; Carrara, 
A. et al. 1995; Guzzetti, F. et al. 1999).

For defining landslide susceptibility, both 
direct and indirect methods can be used. 
Direct methods are based on analyses per-
formed by expert geomorphologists who 
divide the territory into areas with different 

susceptibility, defining the latter in quali-
tative terms (Verstappen, H.T. 1983; Van 
Westen, C.J. et al. 2003). By using indirect, 
deterministic or statistical methods, it is in-
stead possible to obtain a quantitative clas-
sification of landslide susceptibility (Chung, 
C.J.F. et al. 1995; Ohlmacher, G.C. and Davis, 
J.C. 2003; Conoscenti, C. et al. 2008).

Landslide susceptibility assessment, de-
veloped in recent years, has seen an increas-
ingly frequent use of the statistical approach. 
This method is based on the assumption 
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Abstract

In the studies of landslide susceptibility assessment, which have been developed in recent years, statistical methods 
have increasingly been applied. Among all, the BLR (Binary Logistic Regression) certainly finds a more extensive 
application while MARS (Multivariate Adaptive Regression Splines), despite the good performance and the inno-
vation of the strategies of analysis, only recently began to be employed as a statistical tool for predicting landslide  
occurrence. The purpose of this research was to evaluate the predictive performance and identify possible 
drawbacks of the two statistical techniques mentioned above, focusing in particular on the prediction of 
debris flows. To this aim, an inventory of debris flows triggered by the passage of the hurricane IDA and the 
low-pressure system associated with it 96E, on 7th and 8th November 2009, in an area of about 26 km2 close to 
the Caldera Ilopango, El Salvador (CA), was employed. Two validation strategies have been applied to both 
statistical techniques, thus obtaining four models – BLR (I), MARS (I), BLR (II) and MARS (II) – to be compared 
in pairs. Model performance was assessed in terms of AUC (area under the receiver operating characteristic 
(ROC) curve), Sensitivity, Specificity, Positive Prediction Value and Negative Prediction Value. Moreover, to 
evaluate the robustness of the modelling procedure, 50 replicates were created for each model and standard 
deviation was calculated for each of them. The results show that both techniques allow for obtaining good 
or excellent performances so that it is not possible to define one of the two techniques as absolutely better. 
However, the validation procedure reveals slightly better performance of the MARS models, with greater 
sensitivity and greater discrimination among True Negatives (TNs).

Keywords: landslide susceptibility, debris flows, Multivariate Adaptive Regression Splines (MARS), Binary 
Logistic Regression (BLR), hurricane Ida, El Salvador
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that new landslides occur in areas with geo-
environmental conditions that have caused 
landslides in the past (Carrara, A. et al. 1995; 
Guzzetti, F. et al. 1999; Van Westen, C.J. et al. 
2003, 2008). In light of this, geo-environmen-
tal variables can be considered as predictors 
or independent variables while the past/pre-
sent distribution of landslides as the depend-
ent variable. The covariates are selected to re-
flect the variability of geo-environmental fac-
tors that are considered related to the activa-
tion of landslides and, moreover, the choice 
is also a function of the quality and resolution 
of available data. The landslide archive can 
be generated through field mapping or de-
tection from high resolution remotely-sensed 
images. In this study, we employed the land-
slide archive produced by Rotigliano, E.  
et al. (2018), which was obtained through re-
mote mapping of the Google EarthTM image 
dated 11/21/2009 (DigitalGlobe Catalog ID: 
101001000AA5D801).

The statistical method is therefore aimed at 
determining relationships existing between 
the covariates and the dependent variable. 
For the determination of relationships, statis-
tical analysis of bivariate (logistic regression, 
binary logistic regression [BLR]) or mul-
tivariate type (e.g., Multivariate Adaptive 
Regression Splines [MARS], cluster analy-
sis, discriminant analysis) can be used. In the 
literature, a number of examples of landslide 
susceptibility studies performed using bivar-
iate (e.g., Guzzetti, F. et al. 1999; Rotigliano, 
E. et al. 2012; Costanzo, D. et al. 2014) or mul-
tivariate analysis (e.g., Vorpahl, P. et al. 2012; 
Felicísimo, Á.M. et al. 2013; Conoscenti, C. 
et al. 2015, 2016) can be found. Comparative 
studies of the two methods are however rare 
(e.g. Conoscenti, C. et al. 2015) and, as far 
as we know, no comparison has ever been 
made in the case of evaluation of suscepti-
bility from debris flow.

The main objective of the study is to show 
the difference in terms of predictive per-
formance of the two methods, i.e. BLR and 
MARS, by using two different validation 
schemes (Chung, C.J.F. and Fabbri, A.G. 
2003). Firstly, we created 50 datasets consist-

ing of balanced samples of event and non-
event pixels. In the first validation scheme, 
each dataset was exploited for both calibra-
tion and validation of the models. In the sec-
ond scheme, each archive was split in two: 
the first, containing 75 per cent of the positive 
and negative cases, was used for the calibra-
tion of the models; the second, containing 
the remaining 25 per cent of the balanced 
archive, was used for validation. The perfor-
mance of the models was assessed through 
the analysis of AUC (area under the receiver 
operating characteristic (ROC) curve) values 
and the confusion matrices.

The two validation schemes have been 
developed for both BLR and MARS models. 
The creation of 50 models for each procedure 
also allowed us to evaluate the robustness of 
the analysis (Costanzo, D. et al. 2014).

Materials and methods

Study area

The study area is a small drainage basin of 
about 26 km2, located along the slopes of the 
Caldera Ilopango, El Salvador, CA (Figure 1). 
The slopes of the area are covered by levels of 
tefra and ignimbrite, derived from the most 
recent Quaternary eruptions of the Caldera 
(Figure 2). In the area are found deep V-shaped 
valleys (Figure 3), whose formation is linked 
to intense weathering and mass movements 
that affected the volcanic bedrock. The latter, 
characterized by poor mechanical properties, 
can be in fact easily eroded by water espe-
cially during extreme meteorological events 
(cyclones and hurricanes), which occur very 
frequently in the region. 

The climate regime of El Salvador is tropi-
cal-humid, with average annual rainfall above 
1,500 mm and average annual temperature be-
tween 20 °C and 30 °C. Under these conditions, 
physical degradation is favoured, with further 
deterioration of the geotechnical properties of 
the pyroclastics. The meteorological phenom-
ena are then responsible for the saturation of 
the degraded material and thus for a signifi-
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cant decrease of cohesion. Due to these envi-
ronmental conditions, the study area is particu-
larly prone to landsliding, especially to debris 
flow type landslides. Unregulated deforesta-
tion and intensive cultivation of the area, even 
in very steep slopes, further promotes soil ero-
sion as well as landslide processes.

Landslide inventory

Between 7th and 8th November 2009, El Sal-
vador was affected by the simultaneous pas-
sage of Hurricane Ida and the 96/E low-pres-
sure system. The greatest damage occurred 
in an area of about 400 km2 around the Cal-
dera Ilopango, where more than 300 mm 
of rainfall in 12 hours were recorded at the 
Ilopango rain gauge station. Such an intense 
rainfall event triggered more than two thou-
sand debris flows and caused flooding of the 
valleys, causing approximately 200 fatalities 
and immense economic loss with destruction 
of houses, roads and crops (MARN 2010).

The landslide archive used in this study is a 
database of landslide phenomena that occurred 
in the catchment due to the concomitant pas-
sage of Ida and 96/E. The archive has already 
been used in Rotigliano, E. et al. (2018). The 
recognition of the landslides and their mapping 
has been carried out remotely, using a high-res-
olution satellite image available on the Google 
Earth software, which is dated 11/21/2009 
(DigitalGlobe Catalog ID: 101001000AA5D801). 

This image, acquired only 2 weeks after the 
passage of Ida-96/E, allowed the identification 
and mapping of 2231 debris flows triggered by 
the aforementioned rainfall event.

Each failure has been mapped by using a 
landslide identification point (LIP), located 
at the point of origin of the movement. In 
the case of evaluation of susceptibility to 
debris flow, according to Rotigliano, E.  
et al. (2011), LIPs allow us to obtain the most 
reliable landslide prediction as their environ-
mental characteristics are those that best rep-
resent pre-failure conditions and thus can be 
considered the best diagnostic areas for cali-
brating (and validating) landslide predictive 
models (Rotigliano, E. et al. 2011, Lombardo, 
L. et al. 2014; Cama, M. et al. 2015). For this 
reason, it was decided to use the archive 
without making any changes with respect 
to the initial characteristics.

Statistical modelling

In the last 20 years, many studies have dealt 
with landslide susceptibility modelling and a 
number of them have used a statistical mod-
elling approach. Binary logistic regression 
(BLR) is among the most frequently used sta-
tistical techniques in geomorphology, and in 
particular in the field of landslide susceptibil-
ity assessment (e.g. Bai, S.B. et al. 2010; Atkin-
son, P.M. and Massari, R. 2011; Costanzo, D. 
et al. 2014). On the other hand, Multivariate 
Adaptive Regression Splines (MARS) (Fried-
man, J.H. 1991), has been employed only a few 
times in geomorphology (e.g., Gómez-Gutiér-
rez, Á. et al. 2009, 2015; Conoscenti, C. et al. 
2016, 2018; Garosi, Y. et al. 2018).

Both BLR and MARS make it possible to 
identify relationships between a set of inde-
pendent variables (predictors), both continu-
ous or categorical, and a dependent dicho-
tomic variable, which is usually coded as 0 
(non-event) or 1 (event). 

The aim of BLR is to describe the linear 
relationship between the logit (or log odds) 
of the dependent variable and the set of n 
independent variables (Hosmer, D.W. and 

Fig. 1. Location of the study area
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Fig. 2. Outcropping lithology in the study area (from Weber, H.S. et al. 1978)

Fig. 3. Slope gradient map of the study area
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Lemeshow, S. 2000). This is described by the 
following equation:

where π (x) is the conditional mean of the 
response given specific values of x, α is the 
constant or intercept, xi (i = 1, 2, ... n) is the nth 
independent variable and βi (i = 1, 2, ... n) is 
the nth coefficient of the independent variable.

To optimize the values of y having certain 
independent variables, or rather to identify 
the value of α and βi, the maximum likeli-
hood technique is used, actually the log-
likelihood (LL) function (Menard, S. 1995).

MARS is a non-parametric regression tech-
nique capable of identifying non-linear ad-
aptation relationships between independent 
variables and dependent variables. MARS 
divides the range of the predictor values 
into regions and generates a linear regres-
sion equation for each region. The “nodes” 
are the extreme values of each region while 
each distinct interval is called “basis func-
tion” (BF). The latter can take the form:

max (0, x – c) o
max (0, c – x),

where x is an independent variable and c 
is a constant corresponding to a knot. The 
general expression of MARS can be written 
as follows:

where y is the dependent variable, α is the 
constant, N is the number of terms, βn is the 
coefficient of the nth term and hn (x) is a single 
basic fiction or a product of two or more BFs.

MARS builds the model in two phases. In 
the first step (forward pass) a complex model 
is produced in which basis functions generated 
for each variable are added. In the second phase 
(backward pass) a leaner model is established 
through generalized cross validation (GCV) 
(Craven, P. and Wahba, G. 1979). Basically, 
MARS removes the least influential pair in the 
creation of the best model and the GCV allows 

the identification, among the models gener-
ated, of the one offering the best compromise 
between adaptation (low RSS) and complexity/
completeness of the model (Briand, L.C. et al. 
2004; Gómez-Gutiérrez, Á. et al. 2009).

Both regression techniques and related anal-
ysis have been implemented using the software 
R (R CoreTeam, 2017). For the BLR analysis 
the “stats” package has been used, for MARS 
analysis the “earth” package (Milborrow, S. et 
al. 2011; Milborrow, S. 2015).

Predictors

The predictor variables were chosen accord-
ing to their expected influence on slope in-
stability and to their control on slope failure 
mechanisms (e.g., Conoscenti, C. et al. 2015; 
Cama, M. et al. 2016; Prokos, H. et al. 2016).

A set of ten geo-environmental variables 
was employed to predict debris flow sus-
ceptibility in the Caldera Ilopango. This set 
includes lithology (LIT) and land use (USE), 
in addition to the following eight terrain at-
tributes: landform classification (LCL), el-
evation (ELE), slope steepness (STP), slope 
aspect (ASP), plan curvature (PLN), profile 
curvature (PRF), topographic wetness index 
(TWI) and terrain ruggedness index (TRI).

The outcropping lithology was obtained 
through the acquisition and processing of a 
1:100,000 geological map (Weber, H.S. et al. 
1978), which was derived from field survey 
1: 25,000 scale. An up-to-date land use map 
was created on the basis of field surveys and 
analysis of ASTER and Google Earth im-
ages. The terrain attributes were extracted 
from a digital elevation model (DEM) with a 
ground resolution of 10-m, by using the soft-
ware SAGA-GIS. All terrain attributes were 
extracted as continuous variables with the 
exception of LCL, which was classified into 
10 classes, namely: streams, mid-slope drain-
ages, upland drainages, valleys, plains, open 
slopes, local ridges, mid-slope ridges, high 
ridges. The 10-m cells of the DEM were em-
ployed as mapping units of the debris flow 
susceptibility in the studied area.

,

),
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In order to detect collinearity among the 
chosen covariates, we calculated the Variance 
Inflation Factor (VIF) by using the “usdm” 
package (Naimi, B. 2015) implemented in the 
software R. A VIF value equal or higher than 
10 indicates collinearity among the selected 
covariates (Heckmann, T. et al. 2014; Jebur, 
M.N. et al. 2014; Bui, D.T. et al. 2016). As VIF 
values calculated for our variables were be-
low this threshold, all were included in both 
BLR and MARS models.

Model building and validation strategy

Landslide susceptibility assessment requires 
a validation procedure in order to evaluate 
the accuracy of the predictive models. This is 
generally performed in two steps: i) calibra-
tion of the models and ii) validation of the 
models (Chung, C.J.F. and Fabbri, A.G. 2003).

In this study, we evaluated adaptation, ac-
curacy and robustness of the models gener-
ated with BLR and with MARS. To this aim, 
two validation strategies were developed, 
applying a random partition to the same 
landslide archive.

First, the study area was divided into 
249,994 10-m grid cells corresponding to the 
pixels of the employed DEM. This data set 
includes 2,231 “event” or “positive” cells (i.e. 
cells hosting at least one LIP) and 247,763 
“non-event” or “negative” cells (i.e. cells not 
intersecting any LIP). Through random se-
lection, 50 balanced data sets were created, 
each of them containing all event cells and an 
equal number of randomly selected negative 
cells (Conoscenti, C. et al. 2016), thus includ-
ing in total 4,462 cells.

The first validation strategy involved 
the calibration and validation of one mod-
el for each of the 50 data sets. Therefore, 
each data set was exploited as both learn-
ing and validation data set. In the second 
validation scheme, each of the 50 data 
sets was randomly divided into two bal-
anced subsets: a training set, including  
75 per cent of the cases, and a test set, includ-
ing the remaining 25 per cent of the cases.

For both the validation schemes, it was 
possible to obtain a pair of models, one gen-
erated with the BLR and one with MARS, for 
each balanced data set (Figure 4 and 5). This 
allowed us to analyse the difference in terms 
of performance and robustness between the 
two employed statistical techniques. As train-
ing and test datasets were the same, these 
differences were assumed as due only to the 
different characteristics of the two statistical 
techniques. Statistical analyses were carried 
out to evaluate and quantify the goodness 
of fit, the prediction skill and the robustness 
of the models.

By comparing the prediction image of each 
model with the spatial occurrence of the 
event cells, the confusion matrix and thus 
the number of true positive, true negative, 
false positive and false negative cases (TP, 
TN, FP and FN, respectively) for each model, 
applying a Youden index optimized cut-off 
(Youden, W.J. 1950).

To evaluate the goodness of fit and pre-
diction skill of the susceptibility models the 
AUC (area under the receiver operating char-
acteristic [ROC] curve) (Goodenough, D.J.  
et al. 1974; Hanley, J.A. and McNeil, B.J. 
1982; Lasko, T.A. et al. 2005) was used. A 
ROC curve plots the true positive rate (sen-
sitivity) against the false negative rate (1 – 
specificity), at any given cut-off value. For the 
AUC values, Hosmer, D.W. and Lemeshow, 
S. (2000) identify the threshold values of 0.7, 
0.8 and 0.9 corresponding to acceptable, ex-
cellent and outstanding predictions respec-
tively.

Finally, to evaluate the robustness of the 
models, the validation procedures have been 
applied to all the model runs (50 for BLR and 
50 for MARS, for each validation strategy) in 
order to analyse the accuracy and reliabil-
ity of the models through the study of the 
average and standard deviation of the AUC 
values. These validation tools have already 
been successfully used in previous studies 
with the aim of comparing different methods 
and models (e.g., Von Ruette, J. et al. 2011; 
Conoscenti, C. et al. 2015, 2016; Cama, M. et 
al. 2017).
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Fig. 4. Graphical summary scheme of the first adopt-
ed validation strategy

Fig. 5. Graphical summary scheme of the second 
adopted validation strategy

Results

For the description of the developed mod-
els and the relative results, a subscript (I) 
is adopted for those generated through the 
first validation strategy, while subscript (II) 
is used for those created with the second vali-
dation strategy.

The mean AUC values of the BLR (I), 
MARS (I), BLR (II) and MARS (II) models 
are 0.796, 0.821, 0.789 and 0.811, respectively. 
According to the classification proposed by 
Hosmer, D.W. and Lemeshow, S. (2000), these 
values indicate excellent (> 0.8) and accept-

able (> 0.7) performance of the models. As 
shown by the AUC standard deviation values 
(Table 1), the performance of both modelling 
techniques is quite stable. The boxplots of 
Figure 6 show a low degree of dispersion in 
the AUC values, which, as expected, appears 
slightly higher for the second validation strat-
egy. Figure 7 shows the ROC curves obtained 
from the replicates of each model (grey) while 
the average ROC curves are plotted in red.

Table 2 shows the cumulative confusion 
matrices extracted by applying the models to 
the 50 validation data sets of both validation 
strategies. Table 3 shows the average values 
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the first validation strategy the training and 
the test data sets coincide whereas in the sec-
ond strategy, learning and validation sets do 
not share any pixels and they are randomly 
extracted from the training/test data sets em-
ployed in the first procedure.

Models validation using the first validation 
strategy

MARS (I) demonstrate slightly better perfor-
mance than BLR (I). It should be noted that 
the difference in terms of AUC is very small, 
being between 0.02 and 0.05. The accuracy of 
MARS (I) is only 0.02 higher than the accu-
racy of BLR (I), whereas the difference of av-
erage AUCs is only 0.03. Regarding the ability 
to predict event cells, a greater difference is 
recorded: the average sensitivity of MARS 
(I) is indeed 0.82 whereas that of BLR (I) is 
0.77. However, PPV values reveal the same 
ability for both BLR (I) and MARS (I). On the 
other hand, although the specificity values 
suggest similar abilities of BLR (I) and MARS 
(I) to predict the non-event cells, NPV values 
demonstrate better performance of MARS (I) 
(0.78) compared to that of BLR (I) (0.74).

Models validation using the second 
validation strategy

Also the second validation strategy reveals a 
slightly better performance of MARS compared 
to that of BLR, although the observed differ-
ences are once again weak. The difference of 
both accuracy and AUC values are indeed ap-
proximately 0.02. Again, the difference in terms 
of sensitivity between MARS (II) (0.81) and BLR 

Table 1. Characteristics of the AUC values for the four susceptibility models

Models Accuracy AUC-mean AUC-min AUC-max AUC SD*
BLR (I)
MARS (I)
BLR (II)
MARS (II)

0.720
0.744
0.716
0.736

0.796
0.822
0.789
0.811

0.783
0.805
0.754
0.779

0.806
0.833
0.815
0.836

0.005
0.006
0.012
0.012

*SD = Standard deviation.

Fig. 6. AUC boxplots for the four models

of sensitivity, specificity, positive prediction 
value (PPV) and negative prediction value 
(NPV) and the relative Youden index cut-off. 

The accuracy of the models can be con-
sidered good, with values between 0.71 and 
0.74. Sensitivity values between 0.76 and 0.82, 
attest to a good predictive power of positive 
cases while slightly lower is the ability to 
discriminate the true negatives (specificity 
in the range 0.66–0.67). On the other hand, 
it is noteworthy that the NPV values, which 
are between 0.74 and 0.78, reveal acceptable 
predictions of the TNs whereas the PPV val-
ues, which are approximately 0.7, attest to a 
slightly worse ability to predict the TPs.

Discussion

For the discussion of the results of model val-
idations we have to take into account that in 
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Fig. 7. ROC-plots for the four models
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(II) (0.76) does not result in a greater discrimi-
natory power of TP (the difference of PPV is 
0.01). Finally, the two techniques show the 
same specificity (0.66), but the discriminatory 
ability of TN is higher for MARS (II), with NPV 
values equal to 0.77 versus 0.74 of BLR (II).

Concluding remarks

The use of statistical methods in landslide 
susceptibility assessment raises the prob-
lem of the type of analysis to perform and 
which one is the best modelling approach 
and technique. BLR has been proven a useful 
technique for achieving reliable assessment 
of landslide susceptibility. In recent years, 
however, several other statistical techniques 
have also demonstrated equally good, and 
sometimes even better, performance. MARS, 
which is a relatively new technique, has been 
employed in few cases for assessing land-
slide susceptibility but it has already been 
demonstrated to provide very good accuracy 
in predicting the occurrence of slope failures. 
However, as far as we know, MARS has nev-
er been employed to predict debris flows. 

The aim of this study was to highlight the 
differences in terms of predictive perfor-

mance between BLR and MARS and, thus, 
identify the best method for the assessment 
of debris flow susceptibility in the area of 
Ilopango Caldera.

The obtained results show that both meth-
ods achieve good to excellent predictive per-
formances. Although MARS demonstrated 
slightly better performance, the difference is 
too small to be able to define this technique 
as clearly better than BLR.

Rotigliano, E. et al. (2018) hypothesize 
that in the 2009 dataset there is a problem 
related to a secondary triggering of a num-
ber of phenomena due to incision or lateral 
erosion produced by debris flows activated 
directly by the storm event. In fact, even 
in this study, the models obtained are af-
fected by this problem, as shown by the low 
specificity values. In light of this, however, 
the performance in terms of NPV is higher 
than expected. MARS, in fact, with the same 
dataset, is able to discriminate TN with bet-
ter ability than BLR. This is probably due to 
the ability of MARS of identifying different 
relationships between the dependent and the 
independent variables, for different regions 
of the predictors’ ranges. This allows MARS 
to overcome, even if only slightly, the prob-
lem of secondary triggering of landslides, 

Table 2. Confusion matrices of the four susceptibility models

BLR (I) Reference MARS (I) Reference

Prediction
0 1

Prediction
0 1

0 74,786 25,594 0 74,558 20,004
1 36,764 85,956 1 36,992 91,546

BLR (II) Reference MARS (II) Reference

Prediction
0 1

Prediction
0 1

0 18,569 6,490 0 18,453 5,234
1 9,331 21,410 1 9,447 22,666

Table 3. Summary of the validation metrics for the four susceptibility models

Models Youden index cut-off Sensitivity Specificity
Positive Negative

prediction value
BLR (I)
MARS (I)
BLR (II)
MARS (II)

0.48
0.46
0.48
0.46

0.77
0.82
0.76
0.81

0.67
0.66
0.66
0.66

0.70
0.71
0.69
0.70

0.74
0.78
0.74
0.77
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certainly with a better distinction of cases 
with respect to BLR. Furthermore, both vali-
dation strategies, albeit with subtle results, 
show a greater ability of MARS to identify 
positive cases compared to BLR.

In light of this, although the differences are 
not marked and certainly the results do not 
allow the definition of a modelling technique 
as absolutely better than the other, it is pos-
sible to identify more merits in the MARS 
technique than in the BLR.
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Introduction

We are witnessing the increasing relevance 
of remote sensing in all areas of life. The first 
applications aimed at the analysis of land use 
and land cover (LULC), and then, parallel 
with the wider palette of satellite and aerial 
images, the detection of changes became 
the focus of research (Szabó, S. et al. 2016;  
Gulácsi, A. and Kovács, F. 2018). The geo-
metric resolution of images has improved 
from 80–100 m to about 1 m over the last  
30–40 years; furthermore, there are images 
(e.g. Landsat and Sentinel) which can be ob-
tained for free. Another tendency is the in-
crease in thematic resolution due to the larg-
er number of spectral bands. Consequently, 

while first studies attempted to classify 
aggregated land cover classes (e.g. forests, 
grasslands or artificial surfaces), nowadays 
it is possible to produce species-level habitat 
maps (Burai, P. et al. 2015, 2016; Deák, M.  
et al. 2017).

Beside LULC mapping new research tar-
gets have emerged with the improved possi-
bilities of remotely sensed data. One of these 
new areas is the mapping of roofing materi-
als (Nagyváradi, L. et al. 2011; Mucsi, L. et al. 
2017). The topic has its relevance from vari-
ous perspectives: materials can be flammable 
(wooden, hay) or can be risk factors of ‘carci-
nogenicity’ (asbestos). In this study we focus 
on traditional roofing materials and asbes-
tos (Cilia, C. et al. 2015; Wilk, E. et al. 2015; 
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Gibril, M.B.A. et al. 2016; Krówczyńska, M. 
et al. 2016). Asbestos mapping has a wide lit-
erature, and several authors have attempted 
to identify this dangerous type of roofing. 
If the material is damaged or weathered, 
asbestos causes diseases such as asbestosis, 
mesothelioma or lung-cancer, due to its mi-
crofiber content (Mándi, A. et al. 2000; Petja, 
P.M. et al. 2010). Most municipalities have to 
face this environmental issue, but, even at 
settlement-level, comprehensive inventories 
do not exist; therefore, a supervised classi-
fication of remotely sensed images with an 
appropriate accuracy assessment provides an 
accessible alternative (Comber, A. et al. 2012).

Roof mapping uses both aerial photographs 
and satellite images. While aerial surveys are 
usually conducted at an altitude of 1–6 km 
with 10–50 cm geometric resolution, satellite 
images are taken at 700–800 km with a coars-
er (2–30 m) resolution. In addition, quantum 
(photon) energy is in inverse ratio to the wave-
length, which means that sensors have to scan 
larger areas for larger wavelengths to collect 
reliable data from the surface. Accordingly, 
panchromatic (a single spectral band with 
400–500 nm bandwidth) bands always have 
finer resolution than narrow multispectral 
bands (in the case of Landsat satellites the 
geometric resolution of the panchromatic 
band is 15 m, while the multispectral bands 
are 30 m). Geometric resolution is a limiting 
factor when using satellite images: if a pixel is 
larger than a potential house, its pixel values 
mix with the pixel values of the surrounding 
environment and the image cannot be used 
for this purpose. A potential solution can be to 
apply the pan-sharpening method, when we 
improve the geometric resolution of the multi-
spectral bands with the finer resolution of the 
panchromatic band. The procedure distorts 
the spectral profiles of the objects, but im-
proves the spatial characteristics (Yuhendra, 
Alimuddin, I. Y. et al. 2012).

Previous studies have applied aerial hyper-
spectral images of different sensors (APEX, 
AISA, MIVIS; Taherzadeh, E. and Shafri, 
H.Z.M. 2013; Książek, J. 2014; Szabó, S.  
et al. 2014) and satellite images (WorldView; 

Taherzadeh, E. and Shafri, H.Z.M. 2013; 
Taherzadeh, E. et al. 2014; Samsudin, S.H. et al. 
2016) and have had different degrees of suc-
cess in the identification of the roof types. We 
aimed to reveal whether pan-sharpening can 
improve the classification results when using 
a WorldView-2 satellite image. Fine resolution 
raises the question of the inhomogeneous re-
flectance of small surfaces: roof segments with 
different irradiation status; i.e. those in the sun 
and those in the shade. We distinguished be-
tween these roof segments and studied the ef-
ficiency of this kind of reference data collection.

Materials and methods

We performed our investigations in Debrecen, 
which is the second largest city in Hungary 
(Figure 1). Its population is 203,000 and has 
various built-in areas, ranging from blocks 
of flats to detached houses with gardens. We 
selected an area where the roofing materials 
were diverse and contained asbestos.

Datasets and reference data

We applied a WorldView-2 (WV2) satellite 
image. WV2 operates at a 770 km altitude 
and has eight multispectral bands (coastal 
blue [400–450 nm], blue [450–510 nm], green 
[510–580 nm], yellow [585–625 nm], red 
[630–690 nm], red-edge [705–745 nm] and 
two near infrared [770–895 and 860–1,040 
nm]) with a 2 m geometric resolution and 
a panchromatic band (450–800 nm) with a 
0.5 m resolution. The image was captured at 
24.07.2016 without cloud cover.

Three types of roofing types were collect-
ed: red tile, brown tile and asbestos. Red and 
brown tiles were both concrete tiles, the only 
difference was their color, and both types are 
popular in Hungary. Asbestos roofing was 
also popular due to its low price; further-
more, it has an indisputable advantage: re-
sistance to heat and fire (Kang, D. et al. 2013). 
However, this material is a serious threat 
to health and both production and use has 
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been banned in Hungary since 2005 (decree 
41/2000 EüM-KöM). 

We collected the roofing types of 350 hous-
es as ground truth (reference) data in a field 
survey using a Stonex S9 RTK GPS. Later, in 
the GIS Laboratory, we assigned the roofs to 
the types observed in the field in ENVI 5.3 
software (Harris Geospatial Solutions, 2017). 
We discriminated the different segments of 
the roofs considering the irradiation based 
on visual interpretation of the satellite im-

age’s panchromatic band. During the classi-
fications, we intended to test whether the ap-
plication of three categories or six categories 
(with the sunny and shadowed segments) 
were more efficient. 

We conducted pan-sharpening with the 
panchromatic band fusing with the lower 
resolution multispectral bands: Gram-
Schmidt method (Maurer, T. 2013) in ENVI 
5.3 software (Harris Geospatial Solutions, 
2017) was applied.

Fig. 1. Location of the study area
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Image classification

We classified the images using two approaches. 
Firstly, we applied the traditional multivariate 
statistical classification method, the Linear Dis-
criminant Function Analysis (LDFA) and Quad-
ratic Discriminant Function Analysis (QDFA). 
This approach is an ordination (dimension re-
duction) technique which substitute the original 
variables (i.e. bands) with discriminant function 
(DF) scores. The resulting DF scores are derived 
along new axes to maximize the discrimination 
among the a priori groups (i.e. we have prior 
knowledge on the groups as reference data un-
like in case of other ordination techniques such 
as Principal Component Analysis; Podani, J. 
2000). DFs are calculated in the m-dimensional 
space defined by the input variables (m-1 di-
mension, where m is the number of a priori 
categories; i.e. roof types) based on “decision 
boundaries”, depending on the input reference 
data (i.e. a priori groups). Decision boundaries 
or surfaces can be defined with linear or quad-
ratic functions (Tharwat, A. 2016).

As we used more than two categories in the 
classification, the applied method is called 
multiple or “Canonical” Discriminant Function 
Analysis (but we did not apply it in the nomen-
clature). DFA supposes multivariate normal-
ity, homogeneity of covariance matrices (note: 
QDFA allows that issue) and, similarly to re-
gression, is sensitive to multicollinearity (nev-
ertheless, some researchers have found DFA 
to be robust when assumptions were violated; 
Stevens, J. 1996) and outlier data. It is not a 
common image classification technique and we 
intended to examine how efficient the usage of 
these approaches might be.

In contrast to this, the classifier applied, the 
Random Forest (RF) is a robust machine learn-
ing technique, and has no prerequisites regard-
ing distribution or the variables involved (Ho, 
T.K. 1995; Pal, M. 2005; Pásztor, L. et al. 2015). 
RF is calculated from a large number of deci-
sion trees: in our study 500 decision trees were 
generated. Data was taken from the training 
dataset with a random selection for each deci-
sion tree; the number of variables involved was 
the square root of the number of the possible 

maximum: in our case we had 8 bands; thus, 
the algorithm also used 2 variables in each tree 
applying random selection (Breiman, L. 2001; 
Louppe, G. et al. 2013). A critical remark can be, 
that according to the random sampling, each 
run of the algorithm provides (slightly) differ-
ent outcomes; i.e. the reproducibility can be an 
issue. Although it is true for lots of software 
implementations, it can be eliminated if the 
parameters of random sampling are also fixed 
such in case of R software.

We applied a building-mask layer which 
was produced with the help of the NDVI 
(Normalized Difference Vegetation Index, 
Rouse, J.W. et al. 1974) values (<0.1) and a 
normalized digital surface model (>3 m), 
which was derived from the Digital Terrain 
Model and the Digital Surface Model using 
a LiDAR survey conducted in 2013. Thus, all 
misclassifications concerning the non-build-
ing areas were omitted.

In order to hold the conditions constant for 
all classifications, we did not apply variable se-
lection, all bands were involved for all models. 

Summary of data procession is presented 
in Figure 2. Image classification was per-
formed in R 3.4 (R Core Team, 2018) with the 
caret (Kuhn, M. et al. 2018; model building 
and evaluation), MASS (Venables, W.N. and 
Ripley, B.D. 2002; LDFA and QDFA classifi-
cation), rpart (Therneau, T. and Atkinson, 
B. 2018; RF classification) and tidyverse 
(Wickham, H. 2017; data preparation) pack-
ages; and, for the visualization we used the 
raster package (Hijmans, R.J. 2017). 

Accuracy assessment

Accuracy assessment was carried out with 
the reference data: we separated the reference 
dataset into training and testing subsets in an 
80–20 per cent ratio with random selection. 
We used the confusion matrix for the evalu-
ation of the classification results (Table 1). We 
reported overall accuracy (OA; Eq. 1), preci-
sion (Eq. 2), sensitivity (True Positive Rate; 
Eq. 3) and specificity (True Negative Rate;  
Eq. 4; Powers, D.M.W. 2007).
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These equations concern the binomial ap-
proach, but we had three and six classes to 
predict. Therefore, we applied the “one vs. 
all” approach: we calculated the indices for 
one class to all other classes (Kassambra, A. 
2018). These indices differ from the common 
and widely known approach of Congalton, 
R.G. (1991), but we intended to provide a 
deeper analysis of the thematic accuracy. 

We applied resampling with a 10-fold 
cross-validation to estimate the statistical 
parameters of OA and used the 95 per cent 
confidence interval to describe the uncer-

tainty of the outcomes. We split the training 
dataset into 10 subgroups and used 9 at a 
time to train and test on 1; the procedure 
was then repeated until all subgroups were 
used as a test dataset. Finally, the whole 
procedure was repeated three times. Thus, 
statistical parameters were derived from a 
resampling dataset of 30 elements for each 
classification algorithm (Kassambra, A. 
2018). Accuracy assessment was performed 
in R 3.4 with the caret package (Kuhn, M. 
et al. 2018) following the methodology of 
Brownlee, J. (2016).

Table 1. A confusion matrix with explanations

Predicted

Total population
Observed

Negative Positive

Negative True negative/correct omission
(TN)

False negative/false omission 
(FN)

Positive False positive/false discovery 
(FP)

True positive/correct discovery
(TP)

Accuracy (OA) =         TP + TN
                             TP + TN + FP + FN                                                                 Eq. 1.

Precision =     TP
                   TP + FP                                                                                              Eq. 2.

Sensitivity =      TP
                      TP + FN                                                                                          Eq. 3.

Specificity =      TN
                     TN + FP                                                                                           Eq. 4.

Fig. 2. Workflow of the data preparation and image classification
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Results

Pixel values and satellite bands

Coastal blue and blue bands (B1, B2) were 
not appropriate to identify the roofing types, 
as their range of the pixel values were simi-
lar. The green band (B3) was the first band 
which made a limited differentiation pos-
sible, but asbestos and red tiles were still 
similar. However, from the electromagnetic 
range of the yellow band (B4; from 585 nm), 
all the three types of roofing materials had 

a distinct range of pixel intensity values  
(Figure 3). The discrimination of the sunny 
and shadowed roof planes caused more over-
lap between the pixel intensity ranges (Figure 
4). B1 and B2 bands were still very similar, 
and the different irradiation segments did 
not help to distinguish them. A common fea-
ture of the similarity was that the shadowed 
segments of asbestos were very similar to 
the sunny segments of brown tiles in almost 
every band, except for the B8 band, where 
the shadowed segments of red tiles were 
similar to this class.

Fig. 3. Pixel value distribution of the roofing materials by bands (B1–B8) of WV-2 using three classes. –  
A = asbestos; B = brown tile; R = red tile
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Fig. 4. Pixel value distribution of the roofing materials by bands (B1–B8) of WV-2 using six classes. – A = asbestos; 
B = brown tile; R = red tile; As, Bs, Rs = A, B and R with shadowed subclasses, respectively

Evaluation of the classification performance

Classifications provided the maps of the 
roofing materials (Figures 5 and 6) with var-
ying accuracy and reliability. Although RF 
classifier seemed more reliable visually, we 
evaluated the results with the indices of ac-
curacy assessment, too.

Generally, LDFA performed the worst, 
while QDFA and RF provided similar better 
results, with only a few percentage points of 
difference (Tables 2 and 3). However, classi-
fications were successful in every case; con-

sidering the OA, the worst result was 0.848 
and the best 0.996. All indices of accuracy 
assessment showed good results; however, 
there were some lower values, too. 

Using the original bands resulted in 2–3 per 
cent worse OAs compared to the pan-sharp-
ened input data. Besides, indices of class level 
accuracy also indicated good classifications. 
In the case of LDFA the improvement with 
the pan-sharpened images were not obvious 
because even if there were better results, some 
others became worse (e.g. precision changed 
from 0.970 to 0.955 in the case of asbestos). 
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Table 3. Accuracy assessment indices of the classification 
conducted with all pan-sharpened satellite bands  

with three classes

Method Indicator Red tile Brown 
tile Asbestos

LDFA

OA
Precision
Sensitivity
Specificity

0.961
1.000
0.963
1.000

–
0.893
0.948
0.975

–
0.955
0.963
0.967

QDFA

OA
Precision
Sensitivity
Specificity

0.995
0.998
0.989
0.998

–
0.977
0.995
0.994

–
1.000
1.000
1.000

RF

OA
Precision
Sensitivity
Specificity

0.996
0.998
1.000
0.999

–
0.991
0.986
0.998

–
0.996
0.997
0.996

Table 2. Accuracy assessment indices of the classification 
conducted  with all original satellite bands  

with three classes

Method Indicator Red tile Brown 
tile Asbestos

LDFA

OA
Precision
Sensitivity
Specificity

0.949
1.000
0.933
1.000

–
0.823
1.000
0.953

–
0.970
0.943
0.977

QDFA

OA
Precision
Sensitivity
Specificity

0.974
1.000
0.966
1.000

–
0.928
0.984
0.928

–
0.972
1.000
0.977

RF

OA
Precision
Sensitivity
Specificity

0.962
1.000
1.000
1.000

–
0.886
0.929
0.969

–
0.971
0.943
0.977

Table 4. Accuracy assessment indices of the classification conducted with all original satellite bands with six classes 
(sunny and shadowed sides of roof planes)

Method Indicator Red tile Red tile in 
shadow

Brown 
tile

Brown tile 
in shadow Asbestos Asbestos 

in shadow

LDFA

OA
Precision
Sensitivity
Specificity

0.848
1.000
0.814
1.000

–
0.285
0.666
0.934

–
0.769
0.909
0.955

–
1.000
1.000
0.333

–
0.954
0.913
0.982

–
0.785
0.916
0.955

QDFA

OA
Precision
Sensitivity
Specificity

0.924
1.000
0.925
1.000

–
0.600
1.000
0.973

–
0.833
0.909
0.970

–
0.666
0.986
0.666

–
1.000
0.956
1.000

–
0.9167
0.9167
0.9851

RF

OA
Precision
Sensitivity
Specificity

0.886
1.000
0.963
1.000

–
0.600
1.000
0.973

–
0.769
0.909
0.955

–
1.000
0.666
1.000

–
0.916
0.956
0.964

–
0.777
0.583
0.970

Table 5. Accuracy assessment indices of the classification conducted with all pan-sharpened satellite bands with six 
classes (sunny and shadowed sides of roof planes)

Method Indicator Red tile Red tile in 
shadow

Brown 
tile

Brown tile 
in shadow Asbestos Asbestos 

in shadow

LDFA

OA
Precision
Sensitivity
Specificity

0.877
0.959
0.947
0.979

–
0.833
0.735
0.990

–
0.897
0.852
0.981

–
0.788
0.820
0.990

–
0.935
0.850
0.976

–
0.653
0.859
0.933

QDFA

OA
Precision
Sensitivity
Specificity

0.941
0.979
0.962
0.989

–
0.800
0.882
0.986

–
0.975
0.987
0.996

–
0.980
0.980
0.999

–
0.974
0.908
0.990

–
0.811
0.926
0.968

RF

OA
Precision
Sensitivity
Specificity

0.988
1.000
1.000
1.000

–
0.985
1.000
0.999

–
0.987
0.987
0.998

–
1.000
1.000
1.000

–
0.977
0.994
0.990

–
0.979
0.933
0.997
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However, in the case of QDFA and RF the de-
crease in the indices was only between 1–2 per 
cent, although the increase was more than 10 
per cent (e.g. in the case of brown tile, preci-
sion increased from 0.886 to 0.991).

When we discriminated the roof segments 
based on the irradiation, the thematic accu-
racy reflected the observations reported in the 
previous section: the higher number of class-
es caused lower OA values (Tables 4 and 5). 
LDFA had the weakest performance with its 
0.848 OA value, while QDFA provided a very 
efficient solution (OA: 0.924) with the original 
bands. However, the accuracy improved by 
10.2 per cent for RF when we applied the pan-
sharpened bands. 

We experienced the worst performance with 
LDFA with the original bands: precision was 
only 0.285 for the shadowed red tiles. Pan-
sharpening improved it to a relevant degree; 
the new outcome with pan-sharpened bands 
became 0.833 and an increase was observed in 
each class (see Tables 4 and 5). RF and QDFA 
had similar results with three categories, and 
QDFA performed better with the original 
bands, the application of the pan-sharpened 
images resulting in a 4.7 per cent better per-
formance. This result was somewhat below 
the best classification with three classes.

Evaluation of pan-sharpening and classification 
performance

According to the evaluation of the indices of 
accuracy assessment by the performance of 
classifiers in identifying the different roofing 
materials, we can observe that brown tiles 
usually fell outside 95 per cent accuracy  
(4 occurrences), while red tiles and asbestos 
had only one and two occurrences, respec-
tively (Figure 7). Along the sensitivity and 
precision indices LDFA’s performance was 
the worst, with five occurrences outside the 
95 per cent limit, but the relatively good RF 
and QDFA also had two and one occurrenc-
es, respectively. Furthermore, pan-sharpened 
images were the most accurate considering 
thematic accuracy, only one occurrence was 

outside the 95 per cent quadrant. Sensitivity 
measures were usually higher than precision, 
ranging from 0.93, while precision had the 
lowest value at 0.82.

From another point of view, plotting the 
accuracy assessment indices along the origi-
nal and pan-sharpened bands, we observed 
that pan-sharpened images were clustered 
in the upper 95 per cent quadrant (Figure 8) 
with only two exceptions. The range and the 
ratio of indices outside the 95 per cent limit 
were higher in the case of original bands, too. 

Discussion

In total we built 12 types of model and their 
performance varied by their efficiency in dis-
criminating the 3 or 6 classes using the origi-
nal or pan-sharpened satellite bands (Figure 9). 
The first eight classifications had an OA higher 
than 95 per cent. 

Considering the classified outputs (see 
Figures 5 and 6), we can spot error generat-
ed from misclassifications visually, i.e. salt 
and pepper appearance of different roofing 
classes within a dominant patch of roofs. 
This phenomenon is acceptable in pixel-
based techniques and should be ignored in 
the interpretation. 

Multiple Discriminant Function Analysis 
is a common classifier in remote sensing, but 
its usage is overshadowed by robust machine 
learning techniques; thus, nowadays this 
technique is not a common one in this filed. 
Several authors applied it but usually used its 
extensions or modifications (Chhikara, R.S. 
and Odell, P.L. 1973; Switzer, P. 1980; Du, 
Q. and Nekovei, R. 2005; Du, Q. and Younan, 
N. 2008; Wina, Herwindiati, D.E. and Isa, 
S.M. 2014). Authors sometimes apply ordi-
nation techniques (e.g. Principal Component 
Analysis) as a data preparation method prior 
to DFA to eliminate the issues raised by multi-
collinearity or, when using hyperspectral im-
ages, to reduce the number variables (Bandos, 
T.V. et al. 2009); however, we did not mix the 
two types of dimension reduction, following 
Martínez, A.M. and Kak, A.C. (2001). 
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The linear type of Discriminant Analysis 
we applied is one of the most basic 
types and its performance was below 
the quadratic type and RF classifiers (see  
Figure 9). However, we must point out that 
even the worst result (84.8%) with the six cat-
egories reached the desired 80 per cent OA 
(ESRI, 1994). Nevertheless, although LDFA 
performed well, QDFA provided better the-
matic accuracy, both in the case of original 

or pan-sharpened bands, a result reported 
by other authors, too (Tharwat, A. 2016; 
Siqueira, L.F.S. et al. 2017). However, we can 
find exceptions, when the two types of DFA 
perform almost identically (Hallouche, F. 
et al. 1993; Manickavasagan, A. et al. 2008; 
Vadivambal, R. et al. 2010). Our results sup-
port the findings of studies revealing the bet-
ter performance of QDFA: the second-best 
result was gained by QDFA with 3 classes. 

Fig. 5. Classified roofs of the study area with Linear Discriminant Function Analysis. – a = original bands with 
3 classes; b = with 6 classes; c = pan-sharpened bands with 3 classes; d = with 6 classes
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Fig. 6. Classified roofs of the study area with Random Forest – a–d = For explanation see Fig 5.

LDFA’s best performance was only the 5th in 
the ranking. Both types of discriminant func-
tion classifiers were outperformed by the RF.

RF classifier resulted in good thematic ac-
curacy from the applied algorithms, regard-
less of the number of classifiers. Sometimes 
it also provided weaker results with the 
original bands, but when the spatial resolu-
tion was increased, all indices of classifica-
tion performance were above 95 per cent, 

and mostly above 98 per cent, indicating ef-
ficiency and robustness, as the distribution 
of the variables (i.e. bands) were not normal. 
Although we can find examples of a weak-
er performance of RF than other machine 
learning methods such as Support Vector 
Machine or Artificial Neural Networks 
(Statnikov, A. et al. 2008; Prančkevicius, 
T. and Marcinkevičius, V. 2017), we have 
to note that the difference between them 
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Fig. 7. Thematic accuracy based on Sensitivity (S) and Precision (P), highlighting the upper 95 per cent quadrant. 
– First letter of the labels: L = LDFA; Q = QDFA; R = RF. Second letter: o = original bands; p = pan-sharpened 

bands. Third letter: A = asbestos; B = brown tile; R = red tile

was below 3–5 per cent and it was consider-
ably low only in some cases (Raczko, E. and 
Zagajewski, B. 2017). 

These outcomes were the results of clas-
sifications conducted on only two classes 
(i.e. true/false), but when we include more 

classes RF can outperform the other classi-
fiers (Fernández-Delgado, M. et al. 2014; 
Balázs, B. et al. 2018). In this case, RF was 
very efficient; nevertheless, the comparison 
revealed that QDFA can be very efficient, too. 
Considering the rank of the resampled OAs, 
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the most important result is that RF also per-
formed well, both with three and six classes 
(see Figure 9), and except for the RF there was 
no other classifier in the first half of the rank-
ing regarding the models of six classes which 
could achieve an OA as high as RF. Another 

important observation is the small range of 
95 per cent confidence of RF with both three 
and six classes; thus, the reliability of the re-
sults was also excellent. 

Most of the results can be explained by the 
advantages of pan-sharpening. Roofs have 

Fig. 8. Thematic accuracy based on the types of the bands involved, highlighting the upper 95 per cent quadrant 
– S, P, L, Q, R and coloured circles A, B and R = for explanation see Fig 7.
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large surfaces but also have several roof 
planes depending on the geometry types 
(e.g. flat, gable, pyramid hip, mansard etc.) 
and all roof planes can have different spectral 
profiles. In the studied area the roof area of 
most houses is about 100 m2, and the most 
common geometry types are pyramid and 
gable roofs. Geometry can be more complex 
when cross gabled or cross hipped roofs or 
gable roofs are combined with valley roofs. 
Furthermore, these roof planes are fractioned 

with dormer windows, skylights, roof win-
dows, chimneys or different vents. Therefore, 
the probability that reflectance of a 2×2 m 
pixel is biased by roof plane geometry is very 
high. Besides, this 4 m2 pixel does not neces-
sarily cover only the roof; it is also probable 
that the reflectance of the roofs and the sur-
roundings of the roofs constitute the spectral 
profile. Accordingly, when we improve the 
geometric resolution to 0.5 m with the pan-
sharpening procedure, the resultant pixel’s 
area will be 0.25 m2. 

Although several authors have reported 
that pan-sharpening alters the spectral con-
sistency (Alparone, L. et al. 2004; Ehlers, 
M. et al. 2010), Padwick, C. et al. (2010) de-
veloped a method to overcome this issue for 
WV-2 satellite images. We also found that 
there was no statistical difference between 
the original and pan-sharpened bands con-
sidering the reference database. Furthermore, 
we achieved the best results with the pan-
sharpened input bands: out of the best six 
classifications five were with pan-sharpened 
bands, and only QDA had sufficient accuracy 
to reach 4th place.

Considering the class-level accuracy meas-
ures, we revealed that brown tiles were out-
side the 95 per cent accuracy quadrat. From 
the perspective of classification, this shows 
that the spectral features were similar to the 
asbestos roofing materials; nevertheless, as-
bestos had smaller issues with misclassifica-
tion (see Figures 7 and 8). Previous studies 
produced different results regarding the 
identification of roofing materials. In the 
work of Szabó, S. et al. (2014) the OA was 
between 60–80 per cent, and the asbestos 
was identified with accuracies of 23–98 per 
cent (considering error omission and com-
mission) with different approaches, which 
is worse than the accuracy achieved in this 
study, although they applied 10 classes of 
roofing types. The results of Abriha, D. 
(2017) were similar; he achieved 66–79 per 
cent accuracy in roof identification, and the 
asbestos was identified with an accuracy of 
67–100 per cent. In this case, the discrimina-
tion of shadowed and sunny roof parts was 

Fig. 9. Decreasing rank of Overall Accuracy (OA) 
of the applied classifiers. – o = original bands;  
p = pan-sharpened bands; LDFA = Linear 
Discriminant Function Analysis; QDFA = Quadratic 
Discriminant Function Analysis; RF = Random Forest; 

3 or 6 = number of classes
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ambiguous: while the sunny asbestos roof 
segments were identified with 98–100 per 
cent accuracy, in the case of shadowed parts 
the omission error was high (72%). Barakat, 
D. et al. (2017) developed a rule-based meth-
od and achieved 93 per cent OA in asbestos 
identification with WV-2 data. Krówczyńska, 
M. et al. (2016) achieved 95 per cent OA with 
hyperspectral data, but the asbestos identi-
fication was biased by 38 per cent omission 
and 27 per cent commission errors. 

Although the investigation was performed 
within a small study area, the method can be 
regarded as a general methodology: data col-
lection, modelling and accuracy assessment 
can be generalized and applied in any types 
area regardless of the extent. Furthermore, 
traditional statistical analysis or machine 
learning can provide valuable data for all 
types of geographical analyses (e.g. Allen, C. 
et al. 2016; Szabó, Z. et al. 2017; Balázs, B. et al. 
2018; Enyedi, P. et al. 2018). Our study focused 
on image classification, but the procedure also 
works with tabular data. In our case the large 
number of roofs identified, and the careful 
segmentation of the roof planes yielded the 
relatively high accuracy. However, it is not 
a general panacea as the outcome depends 
on the reference data. This can be promising 
for municipalities when they decide to refine 
roof registers based on remotely sensed data, 
as satellite images are cheaper than unique 
aerial hyperspectral surveys. 

Conclusions

We conducted an analysis on a WorldView-2 
satellite image with LDFA, QDFA and RF 
classifiers. We investigated the effect of the 
number of classes and the potential efficiency 
of pan-sharpening. Our results revealed that:

–– discriminating the shadowed and sunny 
roof tiles did not improve the classifica-
tion accuracy: results were up to 6–7 per 
cent worse when compared to the sim-
ple approach where the training dataset 
contained both the shadowed and sunny 
pixels;

–– pan-sharpening was an effective technique 
to improve the classifications: it usually 
caused a 2–3 per cent better overall ac-
curacy, but in the case of RF with the six 
classes the improvement was 10 per cent;

–– regarding the classification algorithms, 
all of them performed well, but the best 
results were gained with Random Forest; 
besides, Random Forest was the most ef-
fective classifier with six classes;

–– DFA-techniques performed better with few-
er classes and QDFA outperformed LDFA;

–– the resampling technique with the 10-fold 
cross-validation is an effective tool for the 
comparison of different classifiers. 
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Seegel, S.: Map Men: Transnational Lives and Deaths of Geographers in the Making of East Central Europe. 
Chicago–London, The University of Chicago Press, 2018. 320 p.

One hundred years ago, fighting ceased on the major 
fronts of the Great War. Both the victorious Allied 
Powers as well as the defeated Central Powers started 
to prepare for peace. Though the guns had fallen 
silent, the peace preparations mobilised armies of 
experts, and in particular geographers, for a new 
struggle, one that required geographical expertise 
and scientific reasoning to justify new borders and 
to defend the integrity of state territory. It was in 
this geopolitically-charged post-war context that ge-
ographers who had been working in academia were 
called upon to serve their nation. The one-hundredth 
anniversary of the end of the Great War, therefore, is 
perfect timing for the publication of Steven Seegel’s 
“Map Men: Transnational Lives and Deaths of 
Geographers in the Making of East Central Europe”. 
Focusing on four East Central European geographers 

and one American geographer, Seegel’s book tells 
the story of five scholars well known in the history 
of geography who either contributed to the making 
of the new borders or fought to defend the old ones 
in the immediate post-war period. 

The oldest of Seegel’s main characters is Albrecht 
Penck, born in Leipzig in 1858. He studied at Leipzig 
and from the mid-1880s served as a professor of 
physical geography at the University of Vienna for 
two decades. He was appointed chair of geography at 
the University of Berlin at the peak of his career, and 
became without doubt the most influential German 
geographer after the turn of the century. Polish ge-
ographer Eugeniusz Romer was born in 1871 in 
Lemberg/Lwów/Lviv, a city that then belonged to the 
Austro-Hungarian Empire. He studied in Kraków, 
and it was on leave to Berlin and Vienna that he was 
introduced to the ideas of Ferdinand von Richthofen 
and Penck respectively. Romer was appointed chair 
of geography at the university in his home town a 
few years before the outbreak of the Great War. Like 
Romer, the Ukrainian Stepan Rudnyts’kyi was also 
a son of Galicia and an Austrian citizen. Born in 
Peremyshl/Przemyśl in 1877, he first studied phi-
losophy at the University of Lemberg/Lwów/Lviv, 
and later turned to geography. He attended Penck’s 
lectures in Vienna, habilitated at Lemberg, and was 
allowed as a Privatdozent to teach in geography in 
Ukrainian. Next among Seegel’s geographers is Isaiah 
Bowman, who was born in Ontario, Canada, and who 
was a descendant of German Swiss emigrants. His 
family moved from Canada to the USA when he was 
young. At Harvard, he studied under William Morris 
Davis, and after defending his thesis, he taught at 
Yale. The youngest among the five geographers that 
Seegel studies is Count Pál Teleki, who was born 
to a Transylvanian-Hungarian aristocratic family in 
Budapest in 1879. Teleki studied law at the University 
of Budapest, and worked at the Institute of Geography 
at the university under the supervision of Lajos Lóczy. 
His book on the history of the cartography of the 
Japanese Islands brought him considerable renown 
as a geographer, and he was elected general secretary 
of the Hungarian Geographical Society in 1910. 

Seegel’s is a story of the several links that connect 
these geographers. All of them loved to travel, to 
be outdoors, and to do fieldwork. They were con-
nected through an international scholarly network 
(Bowman, Romer, and Teleki participated in the 
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Transcontinental Excursion of the AGS in 1912), and 
many of them were in correspondence for decades. 
Above all, they shared a passionate love of maps. 
According to Seegel’s interpretation, theirs was not 
a harmless romance. Hidden behind a veil of objec-
tivity and civility, the maps they created and revered 
were tools of nation building, imperialism, and prop-
aganda. The maps themselves were not independent 
of their makers, Seegel argues, and so through the 
maps we can catch a glimpse of the personality of 
their authors. As Seegel writes, “the book’s core argu-
ment is that interest in maps was often pathological, a 
sign of frustration and unfulfilled personal ambition” 
(p. 3). “Map Men” is not the kind of story that has 
a happy ending. It is, instead, a dark drama whose 
protagonists’ lives end in tragedy.

The characters of this drama are most definitely not 
positive heroes in Seegel’s estimation. According to 
Seegel, the “mobile yet place sensitive” map men were 
“illiberal, provincial, pre-1914 hyphenated Anglophile 
Germans … who envisaged geography as a new mega-
science” (p. 3). They were “Germans” in the sense that 
all of them spoke German fluently, and all of them 
were close to German science and German geography. 
“Their grasp of maps and geography,” Seegel claims, 
“was largely antimodern, anti-urban, and, in some 
cases anti-Semitic” (p. 3). More than this, maps and 
geography were mobilised by these men “as defence of 
privilege and Europe’s grand explorer tradition in East 
Central Europe” (p. 3). Both Penck and Teleki, moreo-
ver, were dedicated to irredentism after World War 
I. The maps that they produced and circulated were 
neither neutral nor purely scientific products. They 
were, in fact, “affective, not just rational tools” (p. 4).

Prior to the Great War, these map men had taken the 
opportunity to participate in a flourishing international 
network of scholarly life. With respect to “scientific pur-
suits,” it was a time in which “the men saw little contra-
diction between nations and internationalism” (p. 40). 
The War, however, changed everything. The geogra-
phers became “stateside experts” (p. 227). Contradictory 
national interests turned them against one another. In 
his efforts to help create a new Poland, for example, 
Romer confronted both Penck and Rudnyts’kyi, with 
the Germans supporting the Ukrainian claims much 
more than the Polish ones. Teleki, advocating the 
Hungarian cause, trusted in the power of personal re-
lationships in vain in 1918-20. Romer, by contrast, was 
successful in bending Bowman’s ear. As collegial bonds 
started to weaken, friendships were replaced by cold 
emotions, even open hostility. Perhaps as consolation, 
service to the state opened up new vistas for these geog-
raphers after the war. Almost all of them participated in 
organising and leading geographical and cartographical 
projects that were closely connected to political goals, 
though none of them were as successful at fulfilling 
political ambitions as Teleki, who twice served as prime 
minister of interwar Hungary.

With the notable exception of the American Bowman, 
the lives of the East Central European geographers end-
ed in tragedy. Rudnyts’kyi was the first to suffer a trag-
ic fate. Immediately after the war he worked in Vienna 
and in Prague, but later accepted the invitation of the 
Ukrainian SSR to serve as a professor in Kharkov in the 
mid-1920s. When Stalinisation gained momentum, he 
was deemed to be a Ukrainian nationalist and “propa-
gator of fascism in geography” (p. 143). (Rudnyts’kyi 
had never joined the Communist Party.) The Ukrainian 
Academy of Sciences expelled him, after which he was 
stripped of his professorship, imprisoned, and finally 
executed in 1937. Four years later Teleki would die 
at his own hands. As prime minister at the outbreak 
of World War II, Teleki presided over some tangible 
revisionist successes, but he was not able to restrain 
the growing Nazi German influence in Hungary, and 
he committed suicide when the German troops crossed 
the Hungarian border to attack Yugoslavia in April 
1941. Both Penck and Romer, by contrast, lived out the 
remainder of their lives in a form of exile. Though not 
a member of the Nazi Party, Penck agreed more or less 
with its goals, but when the heavy air raids started, he 
fled from Berlin to the relative safety of his daughter’s 
home in Prague, and died there in the spring of 1945. 
Romer, in turn, hid in a Catholic monastery as the war 
raged all around him. In the end he could never return 
to Lwów/Lviv, as the city was annexed to the Soviet 
Union after the war. He died in Kraków in 1954.

Seegel’s work on the life and career of the five ge-
ographers is an outstanding scholarly achievement. 
The array of sources and literature used for the book is 
really impressive, even more so if we take into account 
that Seegel’s extensive use of archival sources and 
printed material required a fluency in German, Polish, 
Ukrainian, and Hungarian that is truly rare. Only very 
few scholars are able to do such comparative work. 
More importantly, however, Seegel has produced a 
strong and convincing argument that clearly illus-
trates how politics and ideology were intertwined 
with scientific work. At the same time, “Map Men” 
also underlines how strongly the personality, faith, 
ambition, and fantasies of these five scholars influ-
enced their scientific results. Scientific knowledge is 
inseparable from its maker, and maps are no excep-
tion. It has, in fact, become somewhat of a truism that 
a map is not an impartial mirror of the Earth’s surface 
or of the spatial distribution of human phenomena, 
but rather is a socially-constructed scientific product 
that delivers its message visually. Seegel’s work il-
lustrates this reality in novel and convincing ways.  

It is worth noting that the above-mentioned relation-
ship between an author and his or her work is true in 
case of book reviews, too. I do not in any way want 
to pretend that my opinion of Seegel’s recent work is 
definitive or final. I can review this book only from the 
perspective of an East Central European, or more pre-
cisely, a Hungarian geographer. In my opinion this work 
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is important for us, as it destroys myths, and forces us to 
face up to many inconvenient truths. Compared to the 
usual Hungarian interpretation, Seegel’s study clearly 
illustrates the value of conclusions that are drawn by a 
researcher who interprets East Central European his-
tory from an outsider’s perspective. Many good essays 
and books have been written on Teleki in Hungarian, 
for example (chief among them Balázs Ablonczy’s book 
published both in Hungarian and English: Ablonczy, B. 
2007). Seegel adds much to our knowledge. Particularly 
valuable is Seegel’s analysis of Teleki’s romantic phan-
tasies of the American West. Largely based on Karl 
May’s novels (which remained favourite reading for 
Teleki even as an adult), fantasies of the American West 
had a profound impact on Teleki’s geographical and 
political thought (pp. 16, 36, 51, 114). 

Despite the many strengths of Seegel’s study, what 
is missing from a geographer’s standpoint is geogra-
phy itself. We are well informed about how the bodies 
and souls of these five geographers influenced their 
scientific work, but we gain little knowledge with 
respect to their scholarly thoughts. Readers, there-
fore, might understandably come to the conclusion 
that geography was a kind of pseudo-science in the 
early twentieth century, and that it was nothing more 
than a useful vehicle for the articulation of political 
dreams and personal ambitions. I am sure that the 
geography of the first half of the twentieth century 
was more than that, and it is perhaps misleading if 
we judge too harshly one-hundred-year-old scien-
tific concepts using early-twenty-first century norms. 
Seegel also frequently refers to the map men’s ‘illib-
eralism,’ which seems anachronistic. Speaking from 
the Hungarian perspective, nobody used this word in 
Hungary before 2010. It would therefore be prudent 
to deploy this notion cautiously in a historical context, 
unless of course the goal is to speak directly to pre-
sent political issues. To be fair, this is indeed one of 
Seegel’s goals. Writing of one of Teleki’s books, for 
instance, Seegel argues that: “On Europe and Hungary 
went beyond conservativism, for it imagined an ex-
ceptionalist Hungary-led Europe united in an illib-
eral vision” (p. 149). This interpretation seems more 
relevant to an analysis of a contemporary Hungarian 
politician’s declarations than it is to Teleki’s thinking, 
and I would find it tenuous to parallel two historically 
separated politicians in this way. Seegel’s narrative, 
moreover, is very dark, and succeeds in creating the 
atmosphere of a real géographie noire (p. 135). In many 
ways, he has rendered his drama excessively bleak. In 
my opinion, these geographers may not have been ir-
reproachable heroes, but neither were they excessively 
evil malefactors. They were mortal human beings, 
who found themselves in a very desperate situation, 
and they did what they thought had to be done.

There are some details concerning Teleki and in-
terpretations of Hungarian history that may have 
been approached differently by a Hungarian author. 

Most Hungarian geographers will admit that Teleki’s 
famous “Carte Rouge” was a biased visual represen-
tation of statistical data, and that Teleki chose a car-
tographical method that supported the Hungarian 
point of view concerning the integrity of Greater 
Hungary at the Paris (Trianon) Peace Talks in 1920. 
But only a few would agree with Seegel’s opinion 
that “Teleki asserted population density even ahead 
of nationality. He followed the linear logic of mod-
ernisation, that the density of assimilated Magyars 
increased as peasants moved to the city, became lit-
erate and settled naturally into St. Stephen enclaves” 
(p. 65). Similarly, a number of Hungarian scholars 
would question the following: “In the map’s surreal 
and subliminal codes, its message was the defeat of 
the Little Entente, marginalisation of Romanians and 
Jews, and omission of rural lands and indigenous 
peoples, whisked out of history” (p. 69). Seegel’s 
interpretation implies that the presence of the eth-
nic Hungarians, who lived in the territories ceded 
from Hungary between 1918 and 1920, was a result 
of Hungarian assimilation and colonisation, and, 
further, that Teleki exaggerated their importance 
by utilising inappropriate and ultimately falsifying 
cartographical tools. There is, of course, some truth 
in the claim that the increase of the urban population 
in the non-Hungarian regions or the settlements in 
Délvidék (today Vojvodina, Serbia) exemplified these 
processes. But the truth is that the vast majority of the 
3.3 million ethnic Hungarians who lived in the terri-
tories that Hungary lost were themselves inhabitants 
of the “rural lands,” and that the Hungarian people 
were arguably one of the “indigenous peoples” in 
these regions. Unfortunately, Seegel also provided 
inaccurate data concerning the territorial losses of 
Hungary. He writes that “the country lost roughly 
two-thirds of its population, one-third of its territory” 
(p. 86), when in fact Hungary lost two-thirds of its 
territory, roughly 60 per cent of its population, and 
one-third of its Hungarian speaking population.

Teleki has been a controversial figure in Hungary’s 
political history. As Seegel indicates, his commemo-
ration was a matter of debate even after the turn of 
millennium (pp. 220–221). Teleki’s geographical 
thought was also complex. Seegel puts Teleki among 
the “Anglophile German map men” and emphasises 
the impact of Ratzel’s theories on Teleki’s geogra-
phy (pp. 37, 50, 128). At the same time, he writes little 
about the fact that contemporary French geography 
also had a significant influence on him, and that it 
was at least as important (if not even more so) as the 
German influence on Teleki’s thinking. Historians 
of Hungarian geography usually stress that it was 
Teleki who broke with the strong German orienta-
tion in Hungarian geography, turning instead to the 
French géographie humaine (Krasznai, Z. 2012, pp. 
73–74). Teleki and his disciples were wary, for exam-
ple, of Gyula Prinz’s geographical work, and in par-
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ticular of “his highly unusual Germanophilia within 
the Hungarian academia” (Fodor, F. 2006, p. 718). By 
the same token, nobody at the time regarded Teleki 
as a Germanophile. The same goes for Teleki’s politi-
cal credo. Despite his apparent anti-Semitism, he was 
dismissive of Nazi ideology, and as prime minister he 
endeavoured to shield Hungary from the influence of 
Nazi Germany. Teleki was aware of the German plans 
for the future of Eastern Europe. In contrast to Seegel, 
I do not believe that “Teleki was too blind to grasp 
that he was being mapped colonially from an imperial 
Berlin in 1938-39” (p. 182). Teleki’s political and geo-
graphical legacy will no doubt remain controversial, 
and it is in light of this that Seegel’s research is an 
important contribution to our knowledge of him. At 
the same time, however, Seegel’s harsh judgment of 
Teleki and his geography is exaggerated. Can it truly 
and accurately be said of him that “[t]his hodgepodge 
geography of the Transylvanian count, not without 
hackneyed ideas or prejudice draped in science, was 
surely characteristic of an insecure man who dabbled 
in studies of the natural world” (p. 131)? 

In the final analysis, Seegel’s compelling new book 
should become compulsory reading for those who 
are interested in the history of twentieth-century ge-
ography, and above all, for those who are scholars 
of East Central European history and geography. 
Seegel’s comparative study on the life and work of 
five geographers is an outstanding scholarly achieve-
ment. Collecting and reading the archival and printed 
sources was a demanding task in itself, and Seegel 
has constructed a strong and convincing narrative. 
“Map Men” is a dark and tragic story devoid of posi-
tive heroes and a soothing ending. Although I do not 
agree with every detail of the book, the book’s core 
argument is sound. “Map Men” is a sad but true 
story, which in itself is a pity, as it points to uncom-
fortable truths about our own past.

Róbert Győri1
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Solarz, M.W. (ed.): Poland in the modern world: Atlas of Poland’s Political Geography. Warsaw, University 
of Warsaw, Trzecia Strona, and Faculty of Geography and Regional Studies University of Warsaw, 2018. 248 p.

The map is a political tool (Batuman, B. 2010, 
222–223) – if we take this now established position 
as a starting point then we can consequently see an 
atlas as a (geo)political toolkit. Accordingly, “maps 
are discursive tools socially produced to persuade 
others”, and as a representational tool the map has 
been utilised towards maintaining political power 
and constructing identities (ibid, p. 222). Especially 
with the rise of nation-states, the map has emerged 
as a powerful sign of national unity and a cultural 
product materialising nationalist discourse (ibid). 
Thus, the presentation of the national territory in the 
form of maps within textbooks and atlases serves for 
the rationalisation and naturalisation of the relation-
ship between the territory and the people, provoking 
a sense of “territorial bonding” (Herb, G.H. 2004). 
Put differently, maps and charts fix and legitimise; 
they “produced, and are produced by arguments of 
legitimacy” (Reynolds, P.R.A. 2008, p. 72).

That critical perspective barely infiltrated the Atlas 
of Poland’s Political Geography. This otherwise in 
many respects fine work fulfils a rather different pur-
pose: it is part of this year’s commemoration efforts 
in Poland to celebrate the centenary of the state’s re-

gained independence (following its disappearance 
during 1795–1918). The importance of that event for 
Poles and others needs perhaps no detailed explana-
tion here, but the background and explicit goal of the 
publication ought to be borne in mind while reading.

The title page is equipped with the official logo of 
the centenary, complemented with a line indicating 
that this work enjoys the “National Patronage of the 
President of the Republic of Poland Andrzej Duda 
to mark the Centenary of Regaining Independence” 
(p. 3). Apart of Trzecia Strona (a Warsaw-based pub-
lisher) the University of Warsaw and additionally 
the Faculty of Geography and Regional Studies of 
that university are indicated as the publishers, which 
provide the scientific quality – if less a critical ap-
proach – that such a volume requires.

The fact that the atlas begins with an introductory 
letter by Polish President Andrzej Duda (p. 6) further 
proves its significance as not just a pure academic or 
popular scientific undertaking: “this interesting scien-
tific publication … responds to enormous needs…”. 
Accordingly, the following quote reflects a view that 
probably many statesmen have of political geogra-
phy: “I believe that this … piece of work will become 
a stimulus for the development of political geography 
in our country, as this is a science without which no 
rational plans and forecasts concerning the future of 
Poland and Europe could be outlined”. According to 
the President, “until the mid-20th century this disci-
pline had been developing freely… It undertook sub-
jects that are of crucial importance for the Republic of 
Poland and its key interests”. Finally, Mr. Duda ex-
presses his ardent hope that the atlas “will become one 
of the most essential pieces of reading to those who 
think, write and actively strive for the security and suc-
cessful development of contemporary Poland” (ibid).

The short prologue (p. 7) of editor Marcin Wojciech 
Solarz – Professor of the University of Warsaw – con-
firms that the publication was carried out “with a 
sense of obligation” to two anniversaries: “the first 
miracle of restored independence” and “the eve of 
the 30th anniversary of the second”. The fact that the 
regained independence of the Polish state is referred 
to as a miracle (not just here but also elsewhere in the 
book) is highly illustrative of the strong symbolic val-
ue ascribed to these events. One may add that com-
paring 1918 and 1989 can appear a little far-fetched 
(something the author alludes to later, on page 12), 
since despite the undoubtedly strong Soviet domi-
nance over Poland during the Cold War the latter was 
still formally an independent state, which put it in 
a different situation compared to the Baltic Soviet 
republics, for instance.
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Finally, the prologue informs that the European 
Union (EU) within its 2017 borders serves as the basic 
reference point for Poland in the international envi-
ronment, which deserves two short remarks. On the 
one hand, from the perspective of the EU it can be 
reassuring that it remains the key reference point for 
Poland – in line with Polish public opinion, but some-
what in contrast to recent EU-scepticism among parts 
of the country’s political establishment. On a more 
practical note, the strong focus on the EU – rather 
than Europe as a whole, or possibly some other space 
– has resulted in many maps on which countries like 
Norway, Switzerland, Serbia, Ukraine, etc. are miss-
ing. Yet Poland has intensive links with these coun-
tries as well (e.g. migration), and Eurostat has many 
data on not just EU Member States but also the candi-
dates, as well as countries of the European Economic 
Area. Moreover, the atlas has not just worked from 
EU- or European databanks but others as well, such 
as the Human Development Index.

The big chunk of the atlas can be said to be divided 
into five parts: an introductory text on the political 
geography of Poland and four chapters containing 
maps ‘only’. I find the former easier – and hopefully 
more constructive – to comment. The chapter is titled 
“Poland – politics and space” (pp. 11–30) and is divid-
ed into five (unnumbered) sub-chapters: an (untitled) 
introduction; “The State”; “Location”; “Geopolitics”; 
and “Borders, territory, sovereignty”. The chapter 
starts with two quotes, the first of which by Eugeniusz 
Romer, the founder of Polish political geography, 
whose 1916 “Atlas of Poland” was the foremost car-
tographical work on the Polish territories cited by the 
Western Allies at the Paris Peace Conference (Labbé, 
M. 2018, p. 94). The second quote comes from a 1982 
speech by Ronald Reagan in the British Parliament 
and ends with the sentences: “Poland is not East or 
West. Poland is at the centre of European civilization. 
It has contributed mightily to that civilization” (p. 11).

The introduction starts with several lengthy though 
illustrative quotes by political emigrant and publicist 
Karol Zbyszewski, the first of which is saying that 
the “boundaries between fields are more permanent 
than the borders of Poland” – cited as expressing “a 
profound truth” (p. 11). At least

[t]he Vistula has always been within its [Poland’s] 
borders… The Vistula finds its faithful reflection 
in the character of the Polish people. Flamboyance 
without adequate means is seen in the nonsensical 
breadth of the Vistula which suffers a chronic lack of 
water; fickleness, inconsistency, hysteria – it switches 
channel constantly, lunging first here then there, one 
day ominous, and the next listless; these magnificent 
outbursts and ignominious downfalls – the Vistula 
rises, rushes with power, and a week later scarcely 
murmurs, languishes at every step on the shallows; 
this capriciousness, this continual, irritating pose 
of greatness, this lack of stability, this charm, this 
melancholy, this unpredictability … these are what 
characterize the Poles and the Vistula. (pp. 11–12)

Whereas such geographical narratives and national 
self-images are fascinating to read, the academically 
or critically inclined reader may miss a certain dis-
tance to them by the author. That also goes for some 
of his own statements intended to emphasise the 
(relative) greatness of Poland: “Poland has a signifi-
cantly larger population than other countries in the 
region (with the exception of Russia, Germany and 
Ukraine)”; or, “[w]ith the exception of its periods of 
eclipse Poland has consistently been a force to be 
reckoned with…” (p. 13).

A little later it is stated that “[t]erritorial and na-
tional lack of cohesion were key problems for Poland 
between 1918 and 1939. These were resolved after 
1945 as a result of the redrawing of the borders of 
the Polish state, the accompanying population re-
settlement, and the assimilation policy pursued by 
the communist authorities” (pp. 13–14). I find this 
formulation problematic for more than one reason. 
One, if the verb ‘resolve’ is correct to use here at 
all, I would have at least put it in inverted commas. 
More crucially, the “national lack of cohesion” was 
“resolved” not just after but also during World War 
II… And following the war, Poland was one of the 
few countries where Jews were still harassed and, in 
some cases, even killed (cf. Gross, J.T. 2006). Finally, 
one may mention that the assimilation policy was 
described in the quote as having been pursued by 
“communist authorities” rather than Polish ones 
(both of which are correct, but the choice of terms 
is telling). Regarding the territorial lack of cohesion 
Solarz notes that 

[w]ith the collapse of the Soviet Union and the in-
creasing dependence of Belarus on Russia, the 
“Suwałki isthmus” which separates the Kaliningrad 
region from Belarus has de facto become a new 
„Polish Corridor” akin to the Pomeranian corridor 
in its past forms (1657–1772 and 1918–1939). The 
last of these was a source of conflicts, and, in 1939, 
it was one of the reasons for Germany’s aggression 
against Poland and consequently the outbreak of 
the Second World War. (p. 14, original emphasis)

It is true that the “Polish corridor” was a casus belli 
for Germany in 1939, although – as the author alludes 
to – it is hardly realistic to have been a key reason 
for attacking Poland. What is interesting (from a so-
cial scientific perspective) is not primarily whether 
the quoted fears and historical parallel-drawings are 
realistic or exaggerated, but the fact that they appar-
ently continue to shape Polish geopolitical thinking. 
Illustratively, to Solarz “[i]t seems that contemporary 
Poland faces new challenges because after the reunifi-
cation of Germany (1990) and the coming to power of 
Vladimir Putin in Russia (1999), we are observing the 
renewed formation of the two poles of political power 
in the direct vicinity of Poland” (p. 20).

Elsewhere, it is stated that Poland “is now classified 
as a highly developed country” (p. 15). While there is 



399Book review section – Hungarian Geographical Bulletin 67 (2018) (4) 393–404.

no reference indicated here, it is quite possible that 
Poland is nowadays ranked in this group of countries 
according to some – even established – indices such 
as the Human Development Index. In any case, a fad-
ing belief in the narrative of convergence between 
Europe’s East and West, which characterised collec-
tive hopes up until about the 2008 economic crisis, 
means that few perceive Central and East European 
countries to be “highly developed”. It is interesting 
that the editor himself recently published critically 
on the United Nations’ designation of ‘least devel-
oped countries’ (Solarz, M.W. and Wojtaszczyk, M. 
2017) and yet adopts the same vocabulary for his own 
country uncritically.

The author is taking a political stand (which is by 
no means per se illegitimate) in saying that “in the 
late 1980s and early 1990s there was presumably no 
alternative route to effective systemic transformation 
by which the high social and economic costs could 
have been avoided” (p. 15). There are of course al-
ternative approaches to this question (cf. Buchowski, 
M. 2001), and the socio-economic costs could likely 
have at least been mitigated. Solarz too is trying to 
nuance the overall picture by providing some critical 
remarks that I find praiseworthy:

… it cannot be doubted that Polish success came at 
a price. Among the ills that Poland has experienced 
are mass emigration, a demographic catastrophe, 
social injustice and deindustrialization… the prior-
itization of special interests over those of the com-
munity… We present Poland as a model for demo-
cratic transformations… but shouldn’t low voter 
turnout and deep political division in society rather 
prompt a very critical assessment of the quality of 
Polish political life, of the Polish political elites and 
ourselves as citizens? These and other ruptures re-
quire speedy and careful remedy, to be carried out 
first and foremost by the elites of free Poland. (p. 15)

The sub-chapter “Location” makes clear that 
Poland’s situatedness “on a flat and open plain with-
out any natural barriers” has been seen as its most 
important geopolitical characteristic, translating into 
numerous threats and challenges but also some op-
portunities (p. 16): “[f]rom the moment of its birth, 
Poland has been a borderland country squeezed be-
tween the querns of great worlds which here intersect 
and collide” (p. 17). I am missing a reference to Oskar 
Halecki (1980) here, but we get acquainted with oth-
er historical Polish thinkers such as Piotr Grabowski 
and Wacław Nałkowski.

According to Solarz, “Poland’s place on the map 
of Europe can be described using the comparison of 
an hourglass. Poland occupies the narrow tube con-
necting two large glass spheres which, on opposite 
sides, contain Western and Eastern Europe, Europe 
and Asia…” (p. 17). One may criticise this metaphor 
for assuming an image of Europe without Hungary, 
Southeast Europe, and Scandinavia. Numerous are 

the cities, regions, and countries in Central and 
Eastern Europe (and beyond) that claim to be the in-
tersection of West and East…

I personally find the sub-chapter “Geopolitics” the 
most interesting, and perhaps also less emotionally 
loaded than the other sub-chapters. This section intro-
duces the reader to three key Polish geopolitical meta-
concepts historically developed. The first of these may 
by now seem familiar: the narrative of ‘Poland as a tran-
sitional land’ emphasises the “indeterminate character” 
of Polish territories – i.e. lacking physical geographic 
borders – that poses a permanent threat (p. 20).

The second concept envisions “Poland as a bridge 
country” between the Baltic and Black Seas, an area 
which Nałkowski saw as “a separate and distinct 
geographic whole ascribed to Poland” (p. 21). Solarz 
writes that this narrative “encourages the Polish state 
to develop activity in the bridge region and seek the 
role of leader of the smaller countries located between 
Germany and Russia” (ibid). I find it strange that nei-
ther Piłsudski’s interwar concept of Intermarium nor the 
much more recent Three Seas Initiative is mentioned 
here, both of which clearly followed the logic of ‘Poland 
as a bridge’ – their meagre results notwithstanding. In 
any case, “Poland’s actions in support of Ukraine in 
2004–2005 and after 2013” (p. 22) are mentioned.

The third narrative characterises “Poland as a 
bulwark of Christendom, the West, Europe” – as “a 
shield which protects a certain community of states, 
variously defined in different periods, but which in 
general can be described as Western Europe” (ibid). 
Importantly, “[t]he Polish bulwark concept is cur-
rently being manifested in Poland’s fulfilment of the 
obligations arising from its location on the eastern 
borders of the European Union and NATO” (p. 23).

The remainder of the book is as mentioned a col-
lection of maps, divided into four chapters by the fol-
lowing titles: “International relations”; “The state”; 
“Society”; and “Development”. Apart of the minor 
criticism I made above regarding the EU-centric maps, 
there is little constructive input I can provide (I am 
sure the atlas will also be reviewed by a cartographer). 
The maps appear carefully done, in high quality, pro-
viding excellent visuality. It is progressive that some 
maps were included on gender and socio-economic 
inequalities (pp. 140–144), even if all these maps com-
pare disparities between EU-countries i.e. none within 
Poland. As I made clear in the beginning of the review, 
I tend to miss at least some critical remarks on the exer-
cise of mapping in general, but that would have been 
in place more in the text part rather than on the maps.

Despite the critical remarks formulated here,  
I overall find the Atlas of Poland’s Political Geography 
a great achievement. I believe it could function very 
well as an introduction to Polish geography, history, 
or to Poland more generally; in academic courses or 
for a broader audience; thanks to its bilingual char-
acter, in Polish- and English-language environments 
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alike. While this volume is understandably a Polish 
project, at least some regional parallels could have 
been drawn: a number of countries in Central and 
Eastern Europe are celebrating their centenaries 
this year. Moreover, geopolitical narratives such as 
the ‘Christian bulwark’ are by no means unique to 
Poland, but also exist in other countries of the region 
and beyond (Tazbir, J. 2005). It was less surprising 
to learn that a fear of Russia is vivid in Polish geopo-
litical thinking, but more so that German reunifica-
tion in 1990 can still be referred to as a challenge, 
despite strongly improved Polish-German relations 
ever since (Balogh, P. 2014, 25–27). Indeed, one is 
unlikely to see the Bundeswehr marching across the 
Polish border for other reasons than shared NATO-
exercises within the foreseeable future. But continued 
presence of various fears and an enhanced need for 
security, stability, and peace are some of the reasons 
why political geography should continue to be stud-
ied. Thus, a toast is in place to the next one hundred 
years of Polish geography: Sto lat!

Péter Balogh1
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Herb, G.H. and Kaplan, D.H. (eds.): Scaling Identities: Nationalism and Territoriality. Lanham–Boulder–
New York–London, Rowman & Littlefield, 2018. 294 p.

Both scale and identity tend to be increasingly popu-
lar, albeit contested concepts in the realm of human 
geography. Discussions around scale have come a 
long way from the 1980s. From early on, scale seemed 
to be an appropriate tool to interpret an increasingly 
complex world, and has become widely used in a 
myriad of investigations. However, increased schol-
arly attention cast doubt on the explanatory power of 
scalar divisions first, then called into question their 
ontological status. It was not until the first decade of 
the new millennium that, in a programmatic call, the 
elimination of scale was proposed (Marston, S.A. et al. 
2005). While such concepts like actor-network theory 
(Latour, B. 2005) and flat ontology (Jones, J.P. III. et 
al. 2007) seem to fill the void left in the downsizing 
of scale, one may find that scales are not neglected 
at all, but a re-conceptualisation has been going on. 
Likewise, the notion of identity has been debated 
for quite a long time as scholars attached different 
associations to it. Prior to the post-structuralist turn 
(see among others Deleuze, G. and Guattari, F. 1988), 
identity was deemed socially and institutionally em-

bedded, so the dominant view conceptualised it as a 
collective or institutional mechanism of control and 
domination (Malešević, S. 2003). However, as the 
postmodern condition favoured a relational approach 
(Murdoch, J. 2006), identities have come to be viewed 
as multiple, fluid and flexible. Despite the notion’s 
conceptual ambiguity, as we are currently witness-
ing that identity politics, being articulated within the 
wider context of culture wars, appear to be gaining 
momentum again, identity inevitably remains a trivial 
matter in social sciences.

Such rapid changes in scholarly literature in rela-
tion to post-structural perspectives demand prudent 
attitude towards scale and identity, something the 
editors of „Scaling Identities”, Guntram H. Herb 
and David H. Kaplan, are completely aware of. The 
editors are well-known experts in the field, their 
long-term commitment has already been proven 
since this volume’s predecessor „Nested Identities” 
(Herb, G.H. and Kaplan, D.H. 1999). Right in the in-
troduction, the editors insist on the ever-changing 
nature of scales, and they acknowledge that in the 
previous volume a conceptualisation in a dynamic 
manner, regrettably, was missing. This is indeed a 
sympathetic attitude which deserves respect. In the 
introduction the editors explicitly express that a move 
beyond Eurocentric national identity narratives is de-
sired, and we could not be more delighted with this 
intention as nine out of twelve case studies take place 
outside of Europe.

The book, on its surface, explores topics around 
the very notions of scale and identity. Nevertheless, 
it becomes clear that it is national identity and its spa-
tial articulation what is aimed to be discussed. This 
does not mean automatically, however, that identities 
coalesce around the national scales, because identi-
ties are in a constant flux. This volume contains five 
thematic sections, consisting of a total of 14 chapters.

The first two chapters, marked by the editors them-
selves, offer profound theoretical insights into nation-
al identities, emphasising their interrelatedness with 
place and scale. Herb is primarily concerned with 
issues revolving around identity and territory. As he 
traces their relationship throughout multiple exam-
ples, we may feel that a tangible and quantifiable sub-
ject of power can only have a troublesome interaction 
with its elusive counterpart. Speaking more clearly, 
an ethnic group’s nation-building strategy attempts 
to exert control over an utmost piece of territory, but 
so do others, and if these territories overlap, conflicts 
arise. Herb concludes that these will continuously 
occur as far as ’us-them’ distinction will remain a 
central characteristic of national identity. Thereafter, 

DOI: 10.15201/hungeobull.67.4.9          Hungarian Geographical Bulletin 67 2018 (4)



402 Book review section – Hungarian Geographical Bulletin 67 (2018) (4) 393–404.

Kaplan examines why a sense of belonging is so of-
ten related to nations. However, the national scale 
does not exclude either lower or higher scales, but 
a nested coexistence is given. Moreover, in the wake 
of globalisation, flows in the form of transnational-
ism, diasporas and hybridity transcend scales to an 
increasingly larger extent.

Part Two pays tribute to the multi-faceted social 
processes through which identities are being con-
solidated. This part is opened by Corey Johnson’s 
intriguing study about German nationalism. For 
the collective memory, relation between Germany 
and nationalism is practically identical to the Third 
Reich’s short-lived but destructive cultural policies. 
Johnson deliberately steps out of this historical pe-
riod, drawing attention to German discourses of 
nation and identity prior to World War II. German 
nationalism, as Johnson points it out, has not come 
from nowhere. In the aftermath of the successful uni-
fication in 1871, a common political-territorial um-
brella was given for German people, but „allegiances 
and identity politics in the new empire were highly 
parochial and cleavages along regional, class-based, 
urban-rural, as well as linguistic and religious lines 
were pervasive” (p. 55). So German-ness needed to 
be discovered through a rescaling of local affairs and 
through internal othering (e.g. orientalised Catholics). 
The latter has been repeatedly brought about after the 
reunification in 1990, treating the economically back-
ward regions as a risk to well-being of the nation. The 
author uses the case of the Monument to the Battle of 
the Nations located in Leipzig to reflect on scalar re-
lationships between the local and the abstract (supra)
national. Being one of the largest battle monuments, 
it was originally intended to represent German pride, 
but, particularly during the Communist era, became 
the symbol of friendship between German and 
Russian people as they have been fighting together 
against the Napoleonic regime. Nowadays, festivities 
around it tend to celebrate European peace, marking 
a new shift in the scaling of German identity. 

In the next chapter, David Keeling addresses the 
tensions between territorial and sociocultural aspects 
of identity, epitomised by the modern identity of 
Argentina (Argentinidad). Given the vast territories, 
loose connections between inhabitants – including 
both indigenous people and those coming from 
Europe – hindered the solidification of a modern 
state. However economic progress might have taken 
place from the 1880s, the challenge was to „define 
an acceptable state-based territorial, rather than lo-
cal, identity” (p. 74) What brought on a constant 
headache for national elites has been reconciling a 
cosmopolitan, Europeanised cultural identity with 
an authentic one, imbued with ethnic and colonial 
heritage. The latter signifies Latin American common-
alities too, binding together various scales from the 
local to supranational. 

In chapter 5, Kefa M. Otiso illuminates why Tanzania 
is being perceived as having the most developed nation-
al identity in Africa (on the basis of an Afro-barometer 
survey). This fact could cause more surprise if we take 
into account that an ethnically diverse country is given, 
where nation-building projects took quite different tra-
jectories between Zanzibar and the mainland. Otiso 
argues that under external threat identities operating 
on a micro-scale (e.g. families and households) are be-
ing forced to create meso-scale units (e.g. clans and 
ethnic communities). In that vein, taking advantage of 
consecutive colonial rules’ subjection, the Tanzanian 
state has been proclaimed on favourable grounds. The 
next key element lies in Julius Nyerere’s presidency, 
under whom almost every aspect of the society was 
nationalised and de-ethnicised. However, the so-called 
Utanzania’s (Tanzian-ness) bright idea nowadays faces 
major challenges as the transition from socialism to 
capitalism – paralleled by the resignation of Nyerere 
– surfaced such issues as the growing tension between 
Muslims and Christians.

Part Three sets forth supranational identities. As first 
within this section, Alexander B. Murphy explores a 
meaningful European identity. As we may all assume, 
the very idea of a European identity has yet to be es-
poused by its population. That is to say, Europeans do 
not seem themselves as clearly Europeans, but they 
rather attach to the identities operating at national or 
regional scale. Nonetheless, it would be misleading to 
compare European identity with other identities, be-
cause „European identity coexists with other identities 
– state, regional, ethnic and local – in a way that is not 
strictly hierarchical”, hence it is no more than a „cultur-
al-territorial construct to which meaning is attached” (p. 
112). Diffusion of such a meaningful European identity 
requires a smoothly functioning and cohesive European 
Union first. But growing EU-scepticism, Brexit, endur-
ing impacts of the economic crisis, and falling turn-
outs at European elections, to name but a few, do not 
confirm that. On the other hand, in Murphy’s opinion, 
the European Union was able to establish a discursive 
space, in which a European identity can unfold. 

In the next chapter, Gary S. Elbow investigates 
whether a regional Caribbean identity does exist. 
He vividly deconstructs the homogenous image of 
the Caribbean by distinguishing several scales and 
subregions, where identities are being expressed. We 
may find how the colonial history and associated lan-
guages shape the elusive notion of Caribbean identi-
ty. Unsurprisingly, as Elbow argues, geographical lo-
cation has little to do with this scale of identity. Then 
in the search of a general sense of Caribbean-ness, he 
turns to material and performative aspects of iden-
tity. For example, carnivals show that „the specific 
elements vary from place to place, but their general 
characteristics make up an Afro-European tradition 
expressed at the macroscale” (p. 129). Another case 
worth to underline are the writings of Gabriel García 
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Márquez that both retain his Colombian coastal ori-
gins and grasp a macro-level Caribbean identity. 

What does the notion Arab Homeland cover, and 
what role does Palestine play in it? Karen Culcasi’s 
chapter revolves around such crucial questions in a 
macro-region characterised by never-ending strug-
gles over territory and identities. Neither the Arab 
Homeland nor Palestine are internationally recognised 
or clearly defined, so he resorts to official maps. The 
included maps reveal altogether that no singular de-
lineation of the Arab Homeland exists, though Culcasi 
assesses that the prevalent use of Arab language and 
Arab League membership decide commonly whether 
a certain country belongs to it. This empirical study is 
completed by another compelling inquiry as Culcasi 
does not settle for official cartographic texts. Drawing 
on interviews with Palestinians living abroad, he as-
serts that for most of the respondents, Arab unity is just 
a desired myth. Furthermore, even if they are rhetori-
cally linked to the Arab Homeland, they retain a strong 
sense of localism taking shape in the Palestine identity. 
This relationship becomes even more strained when 
we took into consideration the different mappings of 
Palestine, which invoke hybrid scalar conceptions as 
the ordering of territories into scales „can be simultane-
ously conformed to and defied” (p. 151). Drawing on 
his observations, Culcasi stands firm against hierarchi-
cal and universalist approaches, because the concerned 
region is made up by „multiscaled, transnational and 
hybrid territorial entities” (p. 152).

The fourth part, entitled “Connecting Identities”, 
begins with Steven E. Silvern’s lucidly written study 
about Native American identities. This chapter asserts 
that indigenous people, after quite a few centuries of 
suppression, have once reclaimed their agency in de-
termining their future within a settler colonial state. 
This unprecedented cultural resurgence has been un-
folding simultaneously at three scales. In this vein the 
local scale has been the subject to re-imagine place-
based identity through reconnecting indigenous peo-
ple with their physical environment. Regional scale 
sets the stage for another opportunity of expanding 
indigenous identity as the formerly imposed borders of 
the reservations are getting permeable through treaty 
rights. On a national level, Silvern presents in a subtle 
way how identities are being scaled up by the spread 
of information and communication technologies. 
Notwithstanding these positive multi-scalar dynamics, 
the author shares his concern about colonialist imagi-
naries’ prevailment, with a wink to the prioritisation 
of neoliberal economic interests. 

At this point of the book, we may have collected 
some sort of knowledge about the often-manifested 
tensions between minority regionalism and majority 
nationalism. In Chapter 10, Takashi Yamazaki adds 
more flavour to this issue by turning our attention to 
Okinawa Prefecture, where a wide array of influences 
has been shaping local identity. A cursory investigation 

would suggest that Okinawans (though characterised 
by multiple socio-spatial cleavages) were ’Japanised’, 
but with the islands’ several re-borderings and vast 
distances from Japanese centres, Okinawan identity has 
far more layers than a centralised, nationally imposed 
one. Therefore, Yamazaki distinguishes four different, 
albeit intertwined scales of identity, each of which 
having a collective category (islander, Okinawan, 
Ryukyuan, and Japanese, respectively). He also sheds 
light on the re-instutionalisation of national identity 
through the education system, not solely on ideological 
grounds but in the threatening shadow of Chinese geo-
political endeavours of socioeconomic interests as well. 

In the next chapter, Susan M. Walcott scrutinises 
the almost inscrutable idea of Chinese national identity. 
Sketching an overview of China’s history, she attempts 
to grasp what the multi-faceted Chinese characteristics 
would entail. Thereafter, Walcott calls into question 
this essentialist position by numerous arguments. First, 
periphery identities, especially in Tibet and Xinjiang, 
are hard to fit into historical meta-narrative, through 
which a construction of congruent Chinese identity is 
sought. Second, the globally scattered Chinese diaspora 
also poses a constant challenge to Chinese-ness via the 
emergence of hybrid identities. Walcott differentiates 
the ostensible mass of Chinese migrants, inter alia, by 
the historical period when migration took place, and 
the place of origin. Additionally, in the midst of inter-
state turmoil, both Hong Kong and Taiwan has seen a 
reification of distinct identities.

Kurdistan set the tone for fragmented identities 
in the fifth part of the volume. Carl T. Dahlman and 
Sanan Moradi trace the evolution of the deeply flawed 
Kurdish history, seeking to answer how the Kurds 
have become the largest (approximately 33 million) 
nation without a state. The authors illuminate that in 
the medieval ages Kurdistan has been stuck between 
the Turkish Ottoman Empire and the Persian Empire, 
a situation getting even more complicated with the 
appearance of British and Russian imperial interests. 
Thus, the region has come to be seen as a frontier, with 
no singular Kurdish geopolitical orientation. The ex-
pression ’Kurds have no friends but the mountains’ in-
dicate not just the harsh consequences of Realpolitik but 
intra-Kurdish rivalries as well. More contemporarily, 
we are still witnessing a fractured Kurdish nationalism: 
„while oil, gas, and Islamist militants might flow easily 
across the partition, Kurdish unity does not” (p. 236). 
In concluding, authors pour fantasies around Kurdish 
unity into a pessimistic mould because territorialised 
self-interests and contesting geopolitical agendas will 
probably keep Kurdish people divided. 

In Chapter 13, George W. White explores the con-
tested identities in Transylvania, a well-known topic 
among Hungarian geographers. In theorising the 
discussion, he moves away from the popular view 
of ethnic differences, proposing instead a more fluid 
conceptualisation that does not see the multiethnic 
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character doomed to be the subject of conflicts. In that 
vein he argues for a Transylvanian identity based on a 
blend of different cultures, hoping that „if shared his-
tory is a component of shared identity, then a shared 
Transylvanian identity exists at some level” (p. 246). 
This bright prospect has been over-shadowed by 
mutually exclusive nationalist discourses though, as 
Transylvania is considered a special constituent of both 
Romania’s and Hungary’s national consciousness. 

Fragmentation remains the core issue in Pablo Bose’s 
chapter, drawing the attention to Indian diasporas and 
their linkages to national identity. It is no wonder that 
one could find it difficult to illustrate a monolithic 
Indian national identity among diasporas, exemplified 
in this chapter by the great variations between those 
from Punjab and Kerala. Yet another scene where scale 
and place matters. Bose explores the so-called Khalistan 
movement (a Sikh-centric political project), the goal of 
which is to establish a sovereign country, with territo-
ries encompassing not only Punjab but the broader re-
gion, now being part of Pakistan. What makes this case 
particularly interesting is the process through which a 
regional issue is being pushed to a broader scale by the 
international Sikh community’s militancy. Kerala rep-
resents an adequate counter case. Being a remittance-
based economy (in fact, one out of every four Indians 
working in countries of the Persian Gulf originate from 
there), Bose addresses another spatial relation, where 
’outsiders’ are involved directly in internal affairs. 

Juoni Häkli is in charge of the afterword, which is 
entitled “Transcending scale”. Based on his concluding 
words, despite “none is willing to go as far as to simply 
reject the concept of scale tout court (…), scale, it seems, 
has been somewhat scaled down in terms of theoreti-
cal ambition and vigor” (pp. 274–275). As Häkli duly 
recognises, scale could retain its useful role for order-
ing analytical observation, but one need to be aware of 
future post-structural methodologies.

The value of this book is beyond doubt. In an inex-
tricably complex world, where nationalisms tend to be 
a cornerstone in geopolitics, fluid notions of territory, 
nation and identity need to be addressed. Where the vol-
ume most successful is in weaving together wholly dif-
ferent place contexts around clear-cut lens of investiga-
tion. Accordingly, every chapter places scale and identity 
at its centre in a thought-provoking way. The structure of 
the book is well-balanced, and the easy-to-read case stud-
ies have the potential (and even the danger) to sustain 
the interest for quite a long time. This comprehensive 
volume will surely serve as a point of departure for any-
one who is interested in geographies of identity.
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